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People can store thousands of real-world objects in visual long-term memory with high precision.
But are these objects stored as unitary, bound entities, as often assumed, or as bundles of separable
features? We tested this in several experiments. In the first series of studies, participants were
instructed to remember specific exemplars of real-world objects presented in a particular state (e.g.,
open/closed, full/empty, etc.), and then were asked to recognize either which exemplars they had
seen (e.g., I saw this coffee mug), or which exemplar-state conjunctions they had seen (e.g., I saw
this coffee mug and it was full). Participants had a large number of within-category confusions, for
example misremembering which states went with which exemplars, while simultaneously showing
strong memory for the features themselves (e.g., which states they had seen, which exemplars they
had seen). In a second series of studies, we found further evidence of independence: participants
were very good at remembering which exemplars they had seen independently of whether these
items were presented in a new or old state, but the same did not occur for features known to be truly
holistically represented. Thus, we find through 2 lines of evidence that the features of real-world
objects that support exemplar discrimination and state discrimination are not bound, suggesting
visual objects are not inherently unitary entities in memory.
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Long-term memory is constructive (Bartlett, 1932): People take
pieces of information and recombine them to arrive at a memory
for a complex event. However, the fundamental “units” of visual
memories remain unknown. That is, people will mistakenly re-
member a stop sign for a yield sign (Loftus, Miller, & Burns,

1978), but would they misremember a combined object with one
feature of the stop sign and one of the yield sign? It seems natural
to suppose that objects would be a fundamental “unit” of repre-
sentation, as objects are fundamental to attention and working
memory (Scholl, 2001). However, the extent to which distinct
features of an object are stored in a bound, unitized object repre-
sentation (e.g., I either remember or do not remember an entire
object) versus different object features stored independently (I
remember particular features of many objects, but not all the
features of any of them) remains an important open question. This
question of whether objects are a fundamental bound unit has
significant repercussions for many important issues that cut across
perception, working memory, and long-term memory.

For example, in the literature on long-term memory, there is
often a distinction made between familiarity—a kind of holistic
item memory— and recollection, or memory for the episodic
details and context of an item (Diana, Yonelinas, & Ranganath,
2007; Ranganath et al., 2004). This distinction implicitly treats
objects as unitary, where familiarity processes operate over object
representations that do not require any binding, while recollection
processes help retrieve information about how objects are bound to
their contexts. Similarly, the cognitive neuroscience literature often
investigates claims that hippocampus or medial temporal lobe struc-
tures are used for binding of objects to contexts, and this literature
often implicitly treats object-only memory as not requiring binding
(Davachi, 2006; Olsen et al., 2015). Finally, the literature on how we
perceptually recognize objects—object recognition—also depends on
the extent to which objects are recognized based on holistic viewpoint
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images versus stored in part-based manners, which again is ultimately
about the issue of whether objects are fundamentally unitized (Gau-
thier & Tarr, 2016; Hollingworth, 2006). Thus, the question of
whether visual objects are actually represented as holistic units, or
whether different properties or dimensions of objects are represented
separably, is a core question about object representation and long-
term memory.

Binding of Object Features in Working Memory

This question of whether objects are unitary has been the source
of a large amount of research in perception (e.g., Di Lollo, 2012;
Treisman, 1996; Wolfe & Cave, 1999) and visual working mem-
ory (e.g., Fougnie, Cormiea, & Alvarez, 2013; Luck & Vogel,
1997), although this work has almost exclusively focused on
memory for arbitrary combinations of simple visual features (e.g.,
random colors and orientations). Initial evidence from visual work-
ing memory argued that people are as efficient at storing 16
features of four objects (four features per object) as at storing only
four features of the same number of objects (one feature per
object), and thus memories must be stored as integrated objects
(Luck & Vogel, 1997)—even in cases where the conjunctions are
ultimately arbitrary and change randomly trial to trial. However,
later studies have shown that while there is some benefit to
object-based storage in these situations (Fougnie et al., 2013;
Fougnie, Asplund, & Marois, 2010; Olson & Jiang, 2002;
Wheeler & Treisman, 2002), the probability of a poor memory
for one feature of an object is not correlated with the probability
of a poor memory for another feature of the same object
(Fougnie & Alvarez, 2011), and participants in fact perform
considerably worse on each feature when asked to store more
features per object, contrary to the claims of Luck and Vogel
(1997; e.g., Cowan, Blume, & Saults, 2013; Fougnie et al.,
2010; Hardman & Cowan, 2015; Oberauer & Eichenberger,
2013). Thus, in the literature on visual working memory, fo-
cused largely on memory for simple features (e.g., color and
orientation) rather than realistic objects, it has become clear that
binding is an effortful process and objects are not automatically
stored in a fully bound, unitized format. However, it remains
largely unknown how this generalizes to long-term memory for
complex and meaningful images. Are objects stored as holistic,
units under these more real-world conditions?

Binding of Object Features in Long-Term Memory

Existing work on binding in long-term memory has examined
memory for basic features like color (e.g., Chalfonte & John-
son, 1996; Hicks & Starns, 2015) and for words (e.g., Reinitz,
Lammers, & Cochran, 1992; Underwood, Kapelak, & Malmi,
1976) suggesting the possibility of independent storage and
recombination of component features even of individual ob-
jects, though in these cases the features are again arbitrarily
rather than semantically related (e.g., the color of a word). A
priori it seems like realistic objects would be much more likely
to be holistically represented, and thus form a basic unit of
memories. For example, whether a coffee mug is full or empty
is a semantically meaningful distinction, rather than an arbitrary
conjunction of features (like the color of a word), and we may
well have existing representations of “full coffee mugs” that

can be brought to bear on forming a new memory of such an
object. For such meaningful objects (a full coffee mug), do
people actually encode the features separately? Or do they store
objects as unitized, fully bound units in memory?

Some work has suggested that more realistic objects may also
be represented as independent features that can be recombined
in memory (Brady, Konkle, Alvarez, & Oliva, 2013; Reinitz et
al., 1992). For example, Reinitz et al. (1992) show that partic-
ipants are more likely to false alarm to schematic faces made up
of familiar parts, suggesting the possibility of binding errors in
more realistic stimuli. However, their data is also consistent
with a combination of bound memories and separate indepen-
dent feature memory, and their stimuli featured fully spatially
separable features, so it is unclear how well they generalize to
realistic objects. Brady, Konkle, Alvarez, et al. (2013) looked at
the case of semantically meaningful features of objects (e.g.,
which cup of orange juice you saw and whether it was full or
empty), and showed that different features of the same real-
world object can be forgotten at different rates, and that for-
getting one feature does not necessarily entail forgetting an-
other. These findings provided further evidence that real-world
objects might be stored as a set of unbound features that are
subject to independent forgetting, and thus possibly open to
recombination in memory. In particular, Brady, Konkle, Alva-
rez, et al.’s (2013) data provide evidence for the idea that
features of objects may be, at minimum, forgotten indepen-
dently and thus are not completely holistically stored.

By contrast to these studies, a significant amount of work on
the cognitive neuroscience of long-term memory has argued
that a central feature of our long-term memory system is unit-
ization—for example, that incoming features must be combined
in such a way that similar experiences yield fundamentally
distinct neural representations in long-term memory (“pattern
separation”; Yassa & Stark, 2011). In the medial temporal lobe
as well as more ventral visual regions, it is often found that
objects (Erez, Cusack, Kendall, & Barense, 2016) or structured
scenes or events (e.g., van den Honert, McCarthy, & Johnson,
2017) are represented holistically: That is, that brain responses
cannot be explained by the sum of the component stimuli or
features alone (Erez et al., 2016). This is particularly the focus
of work arguing that parts of the medial temporal lobe— crucial
for long-term memory—are specifically designed to perform
pattern separation in order to make even similar remembered
items as distinct as possible (e.g., Diana et al., 2007; Norman &
O’Reilly, 2003; Yassa & Stark, 2011). This has been used to
argue that a central feature of building more complex object and
scene representations—and holding them in memory—is a ho-
listic representation (e.g., van den Honert et al., 2017) that does
not rely simply on the similarity of the underlying feature
representations but goes beyond these to novel, unitized repre-
sentations design to prevent confusions of similar items.

Thus, there is existing evidence suggesting that objects are not
represented entirely holistically (e.g., Brady, Konkle, Alvarez, et
al., 2013), and at minimum distinct features can be forgotten
separately. However, there is also a long tradition of work—from
object recognition to long-term memory—arguing for unitized,
bound object representations, where objects differing in even a
single feature from each other are stored using entirely unique and
unrelated representations.
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The Current Studies

In the current set of studies, we test the specific idea that
different features of real-world objects are stored independently in
memory. In the first set of studies, we focus on the idea that if
some important object features are stored independently, rather
than holistically, storing multiple items from a category should
cause confusions or interference between the features of those
items. In other words, if you see two coffee mugs and one is full
and one is empty, this should make for a difficult binding prob-
lem—which was full and which was empty? Models of memory
where objects are stored as fully unitized, predict that there is no
difficulty in storing related items with different features, as these
are separated into distinct holistic representations. In the second set
of studies, we focus on generalization. In particular, if you are
asked which cabinet you saw, and it changed states in the mean-
time (was open and is now closed), how does this impact your
memory for the particular cabinet? If memory is holistic for all of
the object features, and similar items are “pattern separated” to
have new, distinct representations, generalizing over such a change
should be quite difficult. If different aspects of a stimulus are
stored independently, this generalization should be straightfor-
ward.

To test this set of predictions, we need to define possibly
separable “properties” of real-world objects. To do so, we rely on
previous work showing that the visual or semantic features people
use to recognize which “state” or “pose” an object is in (e.g., was
the cup full or empty; was the cabinet open or closed) tend to be
forgotten independently of the features people use to distinguish
which exemplar of a category they have seen (which cabinet did I
see, which mug did I see; Brady, Konkle, Alvarez, et al., 2013).
Note that both object “state” and “exemplar” properties are likely
quite complex and different kinds of “state” changes (i.e., different
ways the pose or configuration of an object could be changed) may
rely on different visual or semantic features. However, distinguish-
ing between two different states or poses of an object, and between
two different exemplars of the same object category are two
common and important tasks that we perform every day in the
context of real-world objects, and these distinctions have fre-
quently been used in the literature on visual long-term memory
(e.g., Brady, Konkle, Alvarez, & Oliva, 2008, 2013; Cunningham,
Yassa, & Egeth, 2015). Thus, in the present work we focus on
these dimensions and ask whether these two aspects of objects are
stored in a unitized format. Note that any number of relationship
between these features are possible: They could be stored in a
unitized format; as completely independent aspects of an object; in
a partially bound state; or even in a hierarchical format, where
remembering exemplar information is necessary for accessing
object state but object state can be lost independently of exemplar
information. The goal of our experiments was to examine whether
these aspects of objects were unitized or stored in some manner
that allows them to be stored and accessed independently of each
other.

In Experiment 1A and 1B, we find that even when indepen-
dently manipulated properties of a pair of objects are both suc-
cessfully stored in memory, participants frequently show interfer-
ence or confusion between the properties of objects from the same
category. This suggests that even semantically meaningful objects
in long-term memory are stored in at least a partially unbound

manner, with separate features of their appearance stored and
accessed separately. In Experiments 2A, 2B, and 2C, we find that
changes in one property (e.g., state) cause little impairment in
memory for the other property (e.g., exemplar). By contrast, for
features known to be holistically represented (integral features),
we find such generalization is quite difficult. This again argues
strongly against a unitized, bound storage of objects. Together, our
data suggest that real-world objects are not inherently stored in a
bound, unitized format; but that instead at least some object
features are stored independently.

Experiment 1A

As our first test of whether realistic objects are stored as holistic
units in long-term memory, we used an exemplar-state memory
task. We presented two exemplars from a set of object categories
(e.g., Box A and Box B). We manipulated their states so that both
exemplars could be in the same state (e.g., two open boxes) or in
different states (Box A is open and Box B is closed). Participants
subsequently had to recognize the states of each exemplar. As
noted above, both object “state” and “exemplar” properties are
likely quite complex and different kinds of “state” changes (i.e.,
different ways the pose or configuration of an object could be
changed) may rely on different visual or semantic features. The
current study asks whether the features that support these state
versus exemplar discrimination tasks are holistic or independent—
that is, for a given object, if you know the state that went with it,
do you also know which exemplar it was?

If the features supporting these discriminations are distinct and
independent, then ascribing correct states to exemplars should be
difficult if the exemplars are shown in different states, as reporting
each item’s state would then require binding, potentially leading to
errors. By contrast, if the features underlying exemplar and state
discriminations are stored in a holistic object representation (an
“integrated, holistic object” account), then participants should per-
form equally well when the two exemplars are shown in the same
state as when they are shown in different states, as these similar
within-category items would be “pattern separated” to create com-
pletely unique long-term memory traces.

Because the logic of this exemplar-state task depends only on
testing state memory, we do not assess exemplar memory in the
main task. Thus, we also include a control task designed to ensure
that participants successfully remember the exemplars in this task.
In this Exemplar task, participants study two exemplars of each
category but are then asked to distinguish these exemplars from
new exemplars of the same category. This allows us to distinguish
between difficulty with maintaining the distinction between mul-
tiple features within a category and poor memory for exemplars.

Method

Participants. For determining the sample size, we used the
statistical tool G�Power 3.0.10 (Faul, Erdfelder, Lang, & Buchner,
2007). Our sample sizes were based on those used by Brady et al.
(2013) and on effect size estimates reported in the same study. In
their exemplar-state task, Brady et al. (2013) used 15 participants
per group. Taking into account a possibility of technical problems
or poor performance in some participants, we recruited 20 partic-
ipants. With this sample size, required statistical power set at .8,
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and a Type I error set at .05 (two-tailed t test), effect sizes with
Cohen’s d (for one-sample comparisons) and dz (for paired-sample
comparisons) of at least .67 could be detected, smaller than the
effects reported by Brady et al. (2013). Students of the Higher
School of Economics (18 female; age: M � 19.65 years, SD �
1.06) took part in the experiment for course credit or for a com-
pensation equivalent to approximately $3. All participants reported
having normal or corrected-to-normal vision and no neurological
problems. Before the beginning of the experiment, they provided
written informed consent.

Apparatus and stimuli. Stimulation was developed and pre-
sented through PsychoPy (Peirce, 2007) for Linux. Stimuli were
presented on a standard VGA monitor (75 Hz at 1,024 � 728
resolution) on a homogeneous white field. Participants were seated
approximately 57 cm from the monitor. From that distance, each
item subtended approximately 10.5 degrees of visual angle.

Two image sets were used in the experiment. The first one was
the set of 480 images used in Brady et al. (2013), Experiment
2 (available from https://bradylab.ucsd.edu/stimuli/StateExemplar
.zip). It contained 120 unique object categories, with each category
containing two exemplars (e.g., two different coffee mugs) in each
of two different states (each mug empty and filled). This stimulus
set was used in the exemplar-state memory task of the experiment
(see below). State instances varied widely across categories and
could involve image transformations across a range of scales,
including local details (e.g., different positions of hands of a
clock), middle-size details (e.g., open vs. closed cover of a toolkit),
or the entire object (e.g., whole vs. cut cabbage). This variety of
states made it unpredictable which state features are diagnostic for
subsequent memory test and discouraged participants from focus-
ing on specific features during encoding (unlike Reinitz et al.’s
1992 procedure). The second stimulus set was the object exemplar
set used in the study by Konkle, Brady, Alvarez, and Oliva (2010a;
available from https://bradylab.ucsd.edu/stimuli/ObjectCategories
.zip). From that set, we selected 120 new categories not overlap-
ping with the categories from the first set. From each category, we
took four exemplars having no state variation. We used these
images in the exemplar memory task (see below).

Procedure. The experiment consisted of exemplar-state and
exemplar tasks. Each participant was exposed to both tasks, as the
two tasks used nonoverlapping sets of objects. The order of the
tasks was counterbalanced across participants. In addition, a prac-
tice task that was a shortened version of the exemplar task with
seven categories (not used in the main experiment) preceded the
main tasks. We did not have participants practice with the
exemplar-state task as we did not want people to strategically
and/or verbally encode exactly the relevant information about
exemplar-state conjunctions; we were interested in how objects are
encoded when people’s task is to remember all the details of the
object as best as possible.

Exemplar-state task. The task consisted of a study phase
followed by a test phase. In the study phase, participants were
shown 240 images at a rate of one image per 2 s. Each image was
presented at the center of the screen for 1 s followed by a 1-s blank
interval. Participants were instructed to memorize the images.
Both the presentation rate and the instructions excluded any pos-
sibility of binding errors occurring at the perceptual level, as
perceptual binding errors are known to only occur when several
objects are presented briefly either under diverted attention (Tre-

isman & Schmidt, 1982; Wolfe & Cave, 1999) or peripherally
(Rosenholtz, Huang, & Ehinger, 2012). Each object category was
represented by two different exemplars that appeared at a random
time in the stream of images (e.g., could be separated by a random
number of other images) to discourage participants from encoding
the two objects from the same category relative to each other. The
two exemplars from a given category could be shown in the same
state (e.g., Toolboxes A and B, both open, Figure 1B) or two
different states (e.g., Coffee Mug A is empty and Coffee Mug B is
filled, Figure 1B). Whether an observer would be exposed to
objects A and B in same or different states was varied across
participants so that each category had approximately the same
proportion of being shown in same or different states across the
entire experiment. The variation of the states was very wide across
categories (Figure 1, as a whole, provides an example of this
variety), so that participants could not reliably know which par-
ticular features define a to-be-tested difference. Moreover, the
participants were instructed to memorize the items in as much
detail as possible. No exemplars or states were mentioned before
the study phase, encouraging participants to memorize objects in
their overall appearance, without special emphasis on either ex-
emplar or state information. In the test phase, on each trial, both
exemplars in both possible states were presented simultaneously.
The participants had to choose one and only one correct state for
each exemplar—two choices in total (each a two-alternative forced
choice, 2-AFC); two different states of one exemplar could never
be chosen. Even though this is effectively two different 2-AFC
trials, by presenting both exemplars at once we reduce the possi-
bility that swap errors arise simply because participants retrieve
the wrong exemplar.

Exemplar task. The exemplar task was designed to ensure that
participants successfully remembered information about which
exemplars from a category they had seen in a similar encoding
situation to the exemplar-state task, because we do not assess
exemplar memory per se in the main task. In the study phase of the
exemplar task, the participants were shown 120 categories, non-
overlapping with the exemplar-state task, with two exemplars
shown from each category (Figure 1A). The studied list, therefore,
had the same length as in exemplar-state task. In each trial of the
test phase, participants were shown four exemplars of one category
and had to choose the two old exemplars. They were again re-
stricted to choosing one item from each “row” (see Figure 1A),
following the same design as the Exemplar-State task (two simul-
taneous 2-AFC trials).

Design and analysis. The exemplar-state task consisted of
two conditions: Categories where the items were presented in the
same state versus categories where the items were presented in
different states; thus, 60 categories were presented and tested
within each condition. In the exemplar task, no states were varied,
so only 60 categories out of 120 were tested to equate the number
of trials and data points obtained from both tasks. From the
perspective of a single participant the 60 tested categories were
randomly chosen, but they were counterbalanced so that all cate-
gories were equally likely to be tested across participants.

We estimated the overall accuracy (total number of correctly
chosen items) in both exemplar-state and exemplar tasks; we also
compared these accuracies with chance level to test whether peo-
ple remember states and/or exemplars. This allows us to measure
memory for exemplars and states overall. To estimate memory for
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states, we measure whether participants know if the two exemplars
they saw from the category had the same state or were in different
states. In particular, we compare how often participants select the
same state for both exemplars (in the same-state and different-state
conditions).

Finally, to measure boundedness between state and exemplar
memories, we estimated how often the reported states are correct
for each exemplar in the exemplar-state task. If participants re-
member both a significant amount of information about the exem-
plars and about the states, then this task is a test of whether this
information is bound or unbound. If it is fully bound (e.g., unit-
ized), participants should pick the correct state for each exemplar
as frequently as they remember the state information overall,
whereas if it is unbound, participants should be much less accurate
at this task when the states they studied each object in were
different, as this condition requires successful binding.

To estimate the statistical effects of our manipulations, we
performed a series of standard and Bayesian t tests. The latter is
considered an alternative to classical null-hypothesis significance
tests and based on evaluation of relative observed evidence for the
hypothesis H1 compared with the null hypothesis, H0 (Bayes
factor, BF10; Rouder, Speckman, Sun, Morey, & Iverson, 2009).

We used JASP 0.9.0.1 software (JASP Team, 2017) to run the
Bayesian analysis. We interpreted Bayes factors using Jeffreys’
(1961) classical scale, where BF10 � 1 shows no evidence in favor
of any hypothesis, 1 � BF10 � 3 is considered weak evidence in
favor of H1, 3 � BF10 � 10 is considered some evidence in favor
of H1, 10 � BF10 � 30 is considered strong evidence in favor of
H1, and BF10 � 30 is considered very strong evidence in favor of
H1. The inverse ratios are considered to reflect corresponding
degrees of evidence in favor of H0. In addition, we reported
Cohen’s d=s and dz’s as estimates of effect sizes with 95% confi-
dence intervals (CI’s).

Results

Accuracy in remembering exemplars. In the Exemplar con-
dition, when asked to remember exemplars without requiring state
memory, participants performed well above chance, M � .80,
t(19) � 12.01, p � .001, BF10 � 3.80 � 107, d � 2.68, 95% CI
[1.72, 3.63], suggesting they remembered exemplar information
well when it was not required to be bound to state information.

Accuracy in remembering state. To determine how well
participants remembered state information on its own, we can

Figure 1. Study and test phases of Experiments 1A and 1B. (A) In the exemplar task, participants were
instructed to remember a sequence of objects, including two object exemplars from each category. At test, they
performed two simultaneous 2-AFC tasks; they had to pick the old exemplars in each row (they could choose
only a single item in each row). (B) In the exemplar-state task, participants were instructed to remember a
sequence of objects, including two objects from each category. The objects from the same category could be
either in the same or different state (e.g., open vs. closed). At test, they again responded to two simultaneous
2-AFC tasks; they had to select correct state for each exemplar (i.e., choose a single item in each row). See the
online article for the color version of this figure.
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examine both performance in picking the correct state when both
objects were shown in the same state as well as how well they
discriminated between conditions where the two exemplars seen
were in the same state versus in different states. When both items
in a category were shown in the same state, participants were well
above chance at choosing this state, M � .74, t(19) � 9.05, p �

.001, BF10 � 5.19 � 105, d � 2.02, 95% CI [1.24, 2.78],
suggesting that participants were good at remembering states when
binding was not required (Figure 2A).

In addition, participants were good at discriminating between
the condition where the items were shown in the same state versus
in a different state. In particular, the proportion of the time par-

Figure 2. Results of Experiment 1A for exemplar-state task: (A) proportions choosing the correct state for a
given exemplar when the two studied objects were shown in the same state (left; doesn’t require binding) or
different states (right; requires binding). While participants were above chance at knowing the state of objects
that had been seen in the same state as each other, they were at chance when the objects differed in state; (B)
proportions choosing the same states for the two test objects (regardless of whether these states are correct or
incorrect). While participants were at chance (in A) in the different state condition, this was not because they did
not know the states were different—participants reliably picked two different states when the states were in fact
different and two same states when the states were in fact the same. Dashed lines show chance levels. (C)
Breakdown of (A) into the proportion of trials where participants report both items correctly, one item correctly,
or none of the items correctly as a function of the study condition. The difference between the “same state” and
“different states” condition arises almost entirely from the percentage of times participants get both items correct.
Error bars denote standard errors of the mean (SEM) in all panels. See the online article for the color version of
this figure.
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ticipants selected the same two states for the two exemplars was
much higher for the items that actually were presented in same
states as compared to presented in different states, t(19) � 8.02,
p � .001, BF10 � 9.59 � 104, dz � 1.79, 95% CI [1.07, 2.50]. In
both conditions, the proportions differed from chance level .50 and
these differences were almost symmetrical (same states: M � .67,
t(19) � 5.61, p � .001, BF10 � 1,137, d � 1.25, 95% CI [.65,
1.83]; different states: M � .36, t(19) � 5.77, p � .001, BF10 �
1,553, d � 1.29, 95% CI [.68, 1.87]; Figure 2B). This suggests that
the participants remembered whether the exemplars within a cer-
tain category were presented in the same or in two different states,
providing evidence that not only did participants remember exem-
plar information, but also state information.

Accuracy in exemplar-state binding. Because participants
accurately remembered which exemplars they had seen and which
states they had seen in a given category, we can address our main
question of whether these two kinds of information were bound or
unbound. In particular, we can ask how often participants correctly
remembered the state of each exemplar when the items were
shown in different states. Participants were significantly worse at
remembering the state of each exemplar when the exemplars were
shown in different states (M � .53) than in the same state (M �
0.74; comparison: t(19) � 4.88, p � .001, BF10 � 271, dz � 1.09,
95% CI [.52, 1.64]; Figure 2A). In fact, memory in the different
state condition did not differ from chance level (0.50; one-sample
t(19) � .68, p � .506, BF10 � .285, d � .15, 95% CI [�.29, .59]);
as compared with the same state condition, reported above, which
was significantly better than chance, t(19) � 9.05, p � .001,
BF10 � 5.19 � 105, d � 2.02, 95% CI [1.24, 2.78]. This propor-
tion included only .36 trials provided by choosing one out of two
correct states, which did not differ from the proportion of choosing
one correct answer in the same state condition, M � .33, t(19) �
.65, p � .526, BF10 � .280, dz � .145, 95% CI [�.298, .583] (see
Figure 2C). Therefore, the difference in overall accuracy between
the same state and the different state was provided by an ability to
report either both or none of the states correctly.

Thus, overall, we find that people know whether the states of the
objects within a category were the same or different, but are at
chance in saying which state goes with which exemplar. This is
strong evidence of independent storage of the features underlying
state and exemplar discriminations.

Experiment 1B

To test whether the evidence for independent storage found in
Experiment 1A are due to visual rather than verbal encoding, we
replicated the procedure of Experiment 1A with an additional
verbal interference task.

Method

Participants. Following the power analysis described in Ex-
periment 1A, a different set of 19 psychology students of the
Higher School of Economics (15 female; age: M � 21.05 years,
SD � 3.38) took part in the experiment for extra course credits or
for a compensation equivalent to approximately $3. All partici-
pants reported having normal or corrected-to-normal vision and no
neurological problems. Before the beginning of the experiment,
they provided written informed consent.

Apparatus, stimuli, and procedure. Apparatus and stimuli
were the same as in Experiment 1A. The procedure also was the
same with an important addition that, during the Study phases of
both the exemplar task and the exemplar-state tasks, participants
were instructed to repeat a syllable “ba” aloud at a rate of about 3
Hz to discourage verbal encoding of stimuli. An experimenter
monitored whether the participants followed the instruction to
repeat the syllable.

Design and analysis were the same as in Experiment 1A.

Results

Accuracy in remembering exemplars. In the exemplar con-
dition, accuracy was high and differed substantially from chance,
M � .78, t(18) � 13.92, p � .001, BF10 � 1.92 � 108, d � 3.19,
95% CI [2.06, 4.31], suggesting they remembered exemplar infor-
mation. Performance was approximately at the same level as in
Experiment 1A, t(18) � .579, p � .566, BF10 � .365, d � .185,
95% CI [�.45, .81].

Accuracy in remembering state. As in Experiment 1A, we
ran two tests to estimate how well participants remembered state
information on its own. When both items in a category were shown
in the same state and, hence, no binding was required, participants
were well above chance at choosing this state, M � .70, t(18) �
9.69, p � .001, BF10 � 8.82 � 105, d � 2.23, 95% CI [1.36, 3.06]
(see Figure 3A).

Also, participants were able to discriminate between the condi-
tion where the items were shown in the same state versus in a
different state. The participants chose the same states for the two
exemplars more frequently when the two exemplars were actually
presented in the same state than when they were actually presented
in different states (same states: M � .58; different states: M � .40;
comparison: t(18) � 5.33, p � .001, BF10 � 567, dz � 1.22, 95%
CI [.61, 1.81]; Figure 3B). This finding replicates the correspond-
ing result from Experiment 1A.

Accuracy in exemplar-state binding. Given good memory
for exemplars and states independently, we now turn to the ques-
tion whether the features that support these discriminations are
remembered in a bound representation. Again, the pattern was
quite similar to that obtained in Experiment 1A. Participants were
near chance level, M � .47, one-sample t(18) � .85, p � .408,
BF10 � .326, d � .19, 95% CI [�.26, .64] (see Figure 3A) when
reporting the states of exemplars that had been shown in different
states. This contrasts with performance when the exemplars were
presented in the same state (M � .70, as reported above), and the
difference between these two levels of performance was signifi-
cant, t(18) � 5.43, p � .001, BF10 � 685, dz � 1.25, 95% CI [.63,
1.81]. Only .40 trials in the different state condition was provided
by choosing one out of two correct states, which did not differ
from the proportion of choosing one correct answer in the same
state condition, M � .42, t(18) � .33, p � .744, BF10 � .280, dz �
.076, 95% CI [�.375, .525] (see Figure 3C). Therefore, the dif-
ference in overall accuracy between the same state and the differ-
ent state conditions was provided by an ability to report either both
or none of the states correctly.

Together with rather good memory for exemplars and states, this
difference suggests that our participants had difficulties with cor-
rect exemplar-state binding, and that this occurs even when verbal
encoding is minimized. This suggests that the lack of binding
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between the features that support state discrimination and the
features that support exemplar discrimination does not arise simply
because participants are able to label some aspects but not other
aspects of the stimuli.

Robustness across stimuli in Experiments 1A–B. The anal-
yses above treat participants as random effects and average over
stimuli. We have 120 distinct stimulus categories in our main
analysis, and so we can also ask whether our main conclusions are
robust across categories as well as across participants. As exactly
the same stimuli and manipulations were used in Experiments 1A

and 1B, we collapsed data across all participants from these
experiments. Treating categories (e.g., abacus, book) as the ran-
dom factor rather than subjects and same/different states of objects
from these categories as repeated measures obtained from different
subsamples of participants, we find that across categories, partic-
ipants reliably choose the same state more often when the two
examples of that category were in the same state than a different
state, t(119) � 15.15, p � .001, BF10 � 2.14 � 1025, dz � 1.38,
95% CI [1.13, 1.63] and, that when the items are in the same state,
participants are more accurate in choosing the correct state for

Figure 3. Results of Experiments 1B in the exemplar-state task nearly exactly replicate Experiment 1A,
demonstrating verbal encoding is not the cause of unbound memories: (A) proportions choosing correct state for
a given exemplar when the two studied objects were shown in the same state (left; doesn’t require binding) or
different states (right; requires binding); (B) proportions choosing the same states for the two test objects
(regardless of whether these states are correct or incorrect). Dashed lines show chance levels. (C) The proportion
of reporting both correct states, one correct state, or no correct states in a test trial as a function of the study
condition. Error bars denote the SEM. See the online article for the color version of this figure.
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each exemplar than when the items are in different states, t(119) �
13.93, p � .001, BF10 � 3.84 � 1023, dz � 1.27, 95% CI [1.13,
1.63]. This suggests the main conclusion of unbound representa-
tions robust across our stimuli as well as across our participants.

Order of blocks. To investigate whether there was an effect
of the order of the exemplar versus exemplar-state task, we col-
lapsed the data across Experiments 1A and 1B since they use
effectively the same method (N � 39). For our main task
(exemplar-state), we ran a 2-way ANOVA (task order by same/
different states). We found no evidence of a main effect of task
order on the correct response rate, F(1, 37) � 1.203, p � .280,
BF10 � .360, �2 � .031 or on the probability of choosing two
same states, F(1, 37) � .823, p � .370, BF10 � .324, �2 � .022.
We also found no evidence for an effect of task order interacting
with Same/different states on these dependent variables, F(1,
37) � 1.78, p � .190, BF10 � .682, �2 � .019; F(1, 37) � .460,
p � .502, BF10 � .383, �2 � .004, respectively. For the exemplar
task, we analyzed the recognition rate as a function of task order
and also found no effect, t(37) � 1.66, p � .105, BF10 � .902,
dz � .53. Thus, we see no evidence of an effect of task order. This
is consistent with participants trying to remembering the objects in
as much detail as possible (as they were instructed) rather than
specifically focusing on the same kind of details they had found
relevant in previous blocks.

Discussion

Overall, in Experiment 1A and 1B, we find that people know
whether the states of the objects within a category were the same
or different, but are at chance in saying which state goes with
which exemplar. This is strong evidence of independent storage of
the features underlying state and exemplar discriminations, since
unitized memory storage for real-world objects cannot allow for
participants to know which features are present without knowing
which objects they are part of—this can occur only if information
about the state properties of the objects are stored separably from
information about the exemplar properties of the objects. There are
several possible accounts of independent storage that can give rise
to this data pattern—including misbinding errors as well as inde-
pendent forgetting of different object properties (see General Dis-
cussion section), but it is broadly inconsistent with unitized, ho-
listic object representations. This independence is not a property of
the perceptual encoding of the objects, as immediately after en-
coding participants are excellent even in the different state condi-
tions (see Experiment A1 in the Appendix).

In this set of experiments we tested both items from a category
at the same time—two simultaneous 2-AFC trials. We did this in
order to limit the possibility that participants inadvertently ac-
cessed the wrong memory (e.g., the wrong mug). In general,
gist-based false memory studies often find that people will false
alarm to similar items in old-new formats, but this is generally
alleviated in forced-choice situations where the correct answer is
physically present (e.g., Guerin, Robbins, Gilmore, & Schacter,
2012). By explicitly contrasting the two within-category items, we
hoped to prevent mistakes of this kind and ensure that participants
chose the wrong state not because they mistakenly accessed the
memory for the incorrect exemplar.

Thus, overall, the data from Experiment 1A and 1B provide
evidence in favor of independent storage of different properties of
real-world objects in long-term memory.

Experiment 2A

If the information required to discriminate exemplars and the
information required to discriminate states is stored in relatively
independent format, as the results of Experiment 1 suggest, this
implies that when participants are instructed to retrieve only the
features underlying one or the other of these discriminations,
variations in the other set of features should not interfere with this
retrieval. Thus, generalization to similar objects is another test of
how unitized versus independent the storage of different object
properties is in long-term memory. Therefore, in Experiment
2A–C, we asked participants to generalize across irrelevant
changes in other object features and asked how much interference
this caused with accessing memory. In Experiment 2A and 2B, we
used the exemplar-state properties, consistent with Experiment 1.
In Experiment 2C, we asked how much interference would occur
in this generalization task for truly holistic representations by
using a task with somewhat integral features (luminance and hue).

Thus, in Experiment 2A, participants recognized a studied ex-
emplar while we varied whether the state information (a) matched
the state information in memory, (b) did not match the state
information in memory, or (c) the state information in memory was
actively misleading. If the two sources of information are rela-
tively independent, varying the state information should only
slightly hinder the retrieval of the exemplar information from
memory. The logic of this experiment is thus similar to the idea of
integral versus separable features in category learning experiments
(Garner & Felfoldy, 1970). Previous work provides reasons for
thinking that, despite the difficulty of binding in Experiment 1,
participants may not be able to access exemplar memory indepen-
dent of state changes. In particular, in the domain of object
memory, previous literature has shown that when participants are
asked to respond purely based on categorical or conceptual infor-
mation, they have difficulty ignoring exemplar information (e.g.,
Koutstaal, 2003; Koutstaal & Cavendish, 2006); related work
shows that participants seem to be better able to retrieve memories
when the exact same item is present during the test display than
when only related objects are present (Guerin et al., 2012). Thus,
Experiment 2A provides a strong test of the independence of the
state and exemplar properties. (Experiment 2C provides context by
examining memory for two features known to be somewhat ho-
listically represented, luminance and hue).

Method

Participants. Following the power requirements described in
Experiment 1, a different set of 20 psychology students of the
Higher School of Economics (16 female; age: M � 19.85 years,
SD � .91) took part in the experiment for extra course credits. All
participants reported having normal or corrected-to-normal vision
and no neurological problems. Before the beginning of the exper-
iment, they signed an informed consent form. The sample size was
matched to Experiment 1.

Apparatus and stimuli. Apparatus and stimuli were the same
as in Experiment 1A. The only difference was that we used only
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the exemplar-state stimulus set from Brady, Konkle, Alvarez, et al.
(2013). We used stimuli from Konkle et al. (2010a) only for
practice trials.

Procedure. In the study phase, observers were sequentially
shown 120 images, with one exemplar in one state from each of the
120 categories used in the exemplar-state memory task of Exper-
iment 1. The speed of presentation and intertrial intervals were the
same as in Experiment 1.

In the test phase, the participants performed 2-AFC recognition
judgments. On each trial, an old exemplar was presented paired
with a new exemplar from the same category (Figure 4A). Each
exemplar could be presented in the same state as in the Study
phase (old state) or in a different state (new state). The participants
were instructed to choose the old exemplar regardless of the state.

Design and analysis. Our main manipulation in this experi-
ment was the combination of states with the old and new exem-
plars in test phase. We tested three conditions: (a) baseline: old

exemplar/old state versus new exemplar/old state, (b) generalized-
state: old exemplar/new state versus new exemplar/new state, and
(c) state-misleading: old exemplar/new state versus new exemplar/
old state. Forty categories were presented to each participant in
each of these conditions. We analyzed the overall accuracy in each
condition.

Results

The results of Experiment 2A are summarized in Figure 4B. A
one-way repeated-measures ANOVA was run to compare the total
accuracy between the three conditions. It showed no significant
effect, F(2, 38) � 2.83, p � .071, �2 � .130. Our main question
focused on binding, and thus the most relevant comparison is
between the baseline condition and the generalized-state condition,
where state is changed for both the studied and tested object, and
thus cannot serve as a cue. There was no significant cost to this

Figure 4. Methods (A) and results (B–C) of Experiments 2A–B. (A) In Experiment 2A and 2B, participants
had to remember one object from each category and then pick this same exemplar during test, even if its state
changed between study and test (e.g., participants were asked to remember they saw the gray gloves, even though
their state/pose changed between study and test). (B) Results of Experiment 2A and 2B show that there little cost
to asking participants to generalize to a new state when remembering the exemplar and performance remains
high—and well above chance—even when the state is actively misleading, providing evidence for independent
memory of information used in exemplar and state discriminations. Error bars denote the SEM. The dashed line
shows performance in the baseline condition to facilitate comparisons to this condition. See the online article for
the color version of this figure.
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change in our sample (baseline M � .80; generalized-state M �
.78; t(19) � .94, p � .999, Bonferroni corrected; BF10 � .343,
dz � .21, 95% CI [�.23, .65]), with performance falling by only
slightly less than 2% on average.

The state-misleading condition tests an even stronger claim than
just unbound exemplar and state features, as participants could
choose the incorrect object in this case if they simply remembered
which state they had seen and not which exemplar (e.g., if there
was a significant amount of independent forgetting even at such a
short duration). Nevertheless, the difference between the baseline
condition and the state-misleading condition was also not signifi-
cant (state-misleading M � .74, t(19) � 1.88, p � .225, Bonferroni
corrected, dz � .421, 95% CI [�.42, .87]), although the Bayesian
analysis did not show strong evidence for the absence of any
difference (BF10 � 1.090). The cost to this change was approxi-
mately 6% on average, a relatively small difference despite the fact
that the exemplar and state information were now actively in
conflict. Nevertheless, people were quite accurate at recognizing
the exemplar they had previously seen, performing well above the
chance-level performance you would expect from a fully unitized
memory account.

Thus, we find that participants are quite good at remembering
exemplar information even when state information is varied
(generalized-state) and almost as good when state information
matches the incorrect exemplar and is thus actively misleading
(state-misleading). This provides strong evidence that the recog-
nition of an exemplar is barely affected by changes in its state. If
state and exemplar information were entirely unitized in memory,
you would expect that one object which matches the state and one
object which matches the exemplar (as in the state-misleading
condition) would be nearly impossible to discriminate—both
would match the encoded memory approximately equally well.
However, participants remain well above chance at this distinction,
suggesting they are able to focus on only the exemplar information
with little interference from the state information.

Experiment 2B

Experiment 2B served as a direct replication of Experiment 2A
with higher power.

Method

Participants. Because we wished to more precisely estimate
the small effects observed in Experiment 2A, we collected data
from N � 100 participants on Amazon’s Mechanical Turk for
additional power (an additional 15 participants were collected but
excluded and replaced due to our exclusion criterion of perfor-
mance below 55% averaged across all conditions; including these
participants does not change any of our conclusions or the pattern
of results). All participants reported having normal or corrected-
to-normal vision and no neurological problems. Before the begin-
ning of the experiment, they provided informed consent.

Procedure. The design and procedure were identical to the
Experiment 2A.

Results

Experiment 2B served to more precisely estimate the effect size
observed in Experiment 2A with a larger sample (N � 100 com-

pared with N � 20). Average performance in the three conditions
was: M � .79 in the baseline condition; .75 in the generalized-state
condition; and .72 in the misleading-state condition (as compared
with .80, .76, and .74 in Experiment 2A). Thus, we substantially
replicated the pattern of data of Experiment 2A and the very high
performance at recognizing exemplars even with generalized or
misleading state information.

With this higher power replication, we were able to find statis-
tically significant declines for generalizing state or misleading
state information (compared to baseline, all p � .001). More
importantly, we were able to estimate the effect size of this decline
more precisely, confirming a decline of only approximately 4% for
generalizing across states, t(99) � 3.63, p � .001, Bonferroni
corrected, BF10 � 46.53, d � .363, 95% CI [.16, .57] and of
approximately 7% in performance for misleading state informa-
tion, t(99) � 7.63, p � .001, BF10 � 5.92 � 108, d � .763, 95%
CI [.54, .99].

Thus, participants are again only very slightly impaired at re-
membering exemplar information even when state information is
varied (generalized-state) and still not much worse when state
information matches the incorrect exemplar and is thus actively
misleading (state-misleading). This provides evidence that the
recognition of an exemplar is not strongly affected by changes in
its state.

Experiment 2C

We showed in Experiments 2A–B that irrelevant manipulations
of state information at test cause very little interference in the
recognition of exemplars. In order to know whether this small
amount of interference is consistent with relatively independent
feature storage, we need to compare it to how much interference
we would expect between features if they are strongly bound or
unitary. Thus, in Experiment 2C, we tested how well participants
can recall one feature if another feature manipulated at test is
somewhat integral with the first one. One such dimension is color
with its components hue and brightness that are shown to be
integral (Garner & Felfoldy, 1970). Thus, in Experiment 2C, our
participants studied silhouettes of real-world objects with different
hues and brightnesses. In the test phase, they had to recognize the
brightness of each object regardless of its hue (in analogy with the
task of recognizing an exemplar regardless of its state in Experi-
ments 2A–B). We used the same set of manipulations with the
hues of a target and a foil as in Experiments 2–AB (baseline-
misleading-generalized).

Method

Participants. We collected data from N � 100 participants on
Amazon’s Mechanical Turk (an additional 18 participants were
collected but excluded and replaced due to performance below
55% in the baseline condition; including these participants does
not change any of our conclusions or the pattern of results). All
participants reported having normal or corrected-to-normal vision
and no neurological problems. Before the beginning of the exper-
iment, they provided informed consent.

Stimuli and procedure. The design of the study was the same
as Experiment 2B, except rather than being asked to remember the
exemplar of an object and generalize over state, participants were
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instructed to remember the luminance of an object and generalize
over its hue. Stimuli consisted of 30 silhouettes taken from 30
different categories of objects (from Sutterer & Awh, 2016). These
stimuli assigned random colors from a circle of radius 38 centered
on A � 0, B � 0 in CIELab color space. “Bright” (high lumi-
nance) objects had colors chosen from L � 75, and “dark” objects
(low luminance) had colors chosen from L � 45.

During the study phase, participants saw a sequence of 30 such
silhouettes and were instructed to remember their brightness inde-
pendent of their hue. Each of the 30 objects was assigned a random
hue from the color wheel and was randomly assigned to be either
“bright” or “dark.” Objects were presented for 2,000 ms with a
1,000-ms blank interval.

After the study phase, participants were tested in a 2-AFC
format on the brightness of all 30 objects they had encoded. As in
Experiment 2B, these tests were split between three conditions: 10
in baseline, 10 in generalized, and 10 in misleading. On each trial,
they were shown two instances of the same silhouette, one having
the same luminance as the original (target brightness), another one
having a different luminance (foil brightness). In the baseline
condition, the hue of both items was the same as in the originally
studied object. In the generalized condition, both items had a new,
not studied hue (always 180 degrees away on the color wheel from
the original hue, which has previously been shown to be a similar
magnitude of change to the state changes used in Experiments
2A–B: Brady et al., 2013, Exp. 1). Finally, in the misleading
condition, an item with the target brightness had the new hue,
whereas an item with the foil brightness had the studied hue. The
examples of stimuli and conditions are shown in Figure 5B.

Overall, the design and data analysis were the same as in
Experiments 2A–B.

Results

Performance in the Baseline condition was as good as in Ex-
periments 2A–B (M � .78 vs. M � .79–.80, Figure 5B). However,
this performance dropped markedly down when the hue was
manipulated, in contrast to the effects of Experiment 2A–B (gen-
eralized-hue: M � .66 in Experiment 2C vs. .75–.78 in Experi-
ments 2A–B; misleading-hue: M � .59 in Experiment 2C vs.
.72–.75 in Experiments 2A–B). Comparisons across the conditions
of Experiment 2C showed quite a strong effect of the hue manip-
ulations on recognition memory, F(2, 198) � 46.61, p � .001,
�2 � .320. Evidence for substantial drops in performance was
corroborated by large effect sizes for the difference from baseline
in the misleading and generalization conditions (generalized-hue
vs. baseline: t(99) � 7.42, p � .001, Bonferroni corrected, BF10 �
2.20 � 108, d � .742, 95% CI [.519, .962]); misleading-hue versus
baseline: t(99) � 9.41, p � .001, Bonferroni corrected, BF10 �
3.03 � 1012, d � .941, 95% CI [.703, 1.18]. Thus, we found that
our observers were overall extremely impaired by the irrelevant
hue manipulations—seemingly much more than by the irrelevant
state changes in Experiments 2A–B.

Comparison between Experiments 2C and 2B. To estimate
how much interference state manipulations cause on exemplar
memory compared to the interference predicted by strongly inte-
gral features (such as brightness and hue), we compared the losses
from the state manipulation in Experiments 2B with the hue
manipulations in 2C, as they used similar sample sizes and similar

testing conditions. To estimate this cost, we subtracted the pro-
portions of correct answers in the generalized and the misleading
conditions from those in the baseline conditions in both experi-
ments. The resulting differences are shown in Figure 5C. Because
the two experiments had similar baseline performance, no strong
assumptions of the linearity of percent correct are needed in this
analysis, and the results are extremely similar if a measure of
memory strength is used instead (e.g., d=). We found that both the
generalization and misleading conditions caused substantially
greater costs in brightness reports (Experiment 2C) than in exem-
plar reports (Experiment 2B). Specifically, the generalized-state
manipulation caused the average loss of .03 on exemplar report
accuracy, whereas the generalized-hue manipulation caused the
average loss of .13 on brightness report accuracy, t(99) � 4.85,
p � .001, BF10 � 5,964, d � .686, 95% CI [.400, .971]. The
misleading-state manipulation caused the average loss of .07 on
exemplar report accuracy, whereas the misleading-hue manipula-
tion caused the average loss of .19 on brightness report accuracy,
t(99) � 5.85, p � .001, BF10 � 70.01 � 103, d � .766, 95% CI
[.478, 1.052].

Summary. Overall, we observed much stronger interference
from irrelevant changes in the highly integral dimensions of
brightness and hue than we observed with exemplars and states.
This is consistent with the idea that hue and brightness are “inte-
gral”—depending on the same underlying set of features, or in
some way unitized—whereas state and exemplar discriminations
rely on distinct features which can be independently accessed.

Another factor affecting this experiment is the extent to which
states vary versus the extent to which hues vary. For example, it
may be more or less difficult in general to “see past” state versus
hue changes if these changes are of different magnitudes. We used
maximal hue changes in the current experiment because previous
work revealed that state changes in a similar set of objects were
well-matched in terms of perceptual discriminability by 180 de-
gree color changes (Brady, Konkle, Gill, Oliva, & Alvarez, 2013,
Experiment 1). This suggests that both the irrelevant state changes
and irrelevant hue changes were likely similar in magnitude, and
thus the primary difference between Experiments 2A–B and 2C is
the relationship between the features (exemplar-state and hue-
brightness).

Note that although we found greater integrality in the hue-
brightness experiment, our brightness memory task should, if
anything, have allowed more straightforwardly independent en-
coding of features: because the participants knew in advance that
they had to study brightness and because it was much easier to
provide compact uniform verbal labels for object and brightness
changes (compared with the case of unpredictably changing ex-
emplar and state information that the observers were not warned
about). Even despite this, our observers failed to report the correct
brightness under hue manipulations much more often than they
failed to report a correct exemplar under state manipulations. This
finding provides a strong argument that the features underlying
state and exemplar discriminations are stored and accessed rela-
tively independently.

General Discussion

In Experiments 1A–B, we tested whether features of real-world
objects can be successfully remembered but not as unitary, holistic
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objects but instead as separate features that require binding to
connect to each other. We found that participants demonstrated
reasonably good memory for pairs of object exemplars and for
whether the set of exemplars were presented in the same or
different states. However, when participants were required to bind
state to exemplar information—remember which state went with
which exemplar—performance dropped to near-chance levels.
Thus, people often know something about which “states” were
present within a category, and which exemplars were present
within a category, without knowing which exemplars the states go
with, consistent with independent storage of the features underly-
ing state and exemplar discriminations.

The flip side of this relative feature independence was demon-
strated in Experiments 2A–C. While retrieving a correct exemplar-
state conjunction is difficult, retrieving the exemplar alone is easy,
even if its state has changed since study, and it even remains
relatively easy when the familiar state is present on the foil.
Indeed, the amount of interference between state and exemplar
features is far less than that found with highly bound, integral
features such as brightness and hue (Garner & Felfoldy, 1970).
Thus, taken together, our experiments provide logically strong
evidence for unboundedness based on a double dissociation be-
tween our two tasks. In Experiments 1A–B, the task required
successful exemplar-state binding and it turned out to be difficult

Figure 5. Methods (A) and results (B–C) of Experiments 2C. (A) Experiment 2C served as a comparison point
for Experiment 2A and 2B. In this experiment, we used a set of features known to be somewhat “integral” and
asked how much cost participants would incur in generalizing over one of the features. In particular, participants
had to remember the luminance of each item and then pick the appropriate luminance item during test, even if
its hue changed between study and test (e.g., participants were asked to remember they saw the dark hammer,
even if its hue changed between study and test). (B) Results of Experiment 2C show that there is a very large
cost to luminance memory when asked to generalize across hue or when hue is actively misleading. The dashed
line shows performance in the baseline condition to facilitate comparisons to this condition. (C). Experiment 2B
and 2C had extremely similar baseline performance. Thus, we can compare the “cost” associated with
generalizing over the irrelevant dimension in these two experiments by subtracting performance in the
generalization conditions from the baseline condition (greater cost � greater drop in performance relative to
baseline). Comparison of Experiment 2B and 2C show that the cost in transfer across hue when remembering
brightness is much larger than the cost in transfer across state when remember exemplars, consistent with the
idea that state and exemplar features are relatively independent and unbound whereas hue/luminance are integral.
Error bars denote the SEM. See the online article for the color version of this figure.T
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for our participants. By contrast, in Experiments 2A–B, the task
rather required successful exemplar-state “unbinding” and it
turned out to be easy for our participants (unlike brightness-hue
“unbinding” in Experiment 2C).

The Structure of Memory Representations

In Experiment 1, participants frequently were at chance in
choosing the correct state for items that had been seen in different
states (e.g., where they had seen one open box and one closed
box), despite reliably knowing whether two different states were
present. In other words, in the “different states’ condition,” par-
ticipants frequently “swapped” the items in their reports—getting
both wrong as often as both right, but with reliable knowledge of
the fact that the two items should have different states.

To understand how this experimental demonstration of “swap”
errors is related to participants’ underlying object representations,
it is worthwhile to consider several scenarios that are schemati-
cally shown in Figure 6. Bound storage implies that an object is

unitized—stored in its entirety or completely forgotten. Indepen-
dent storage implies participants know information about only the
state of an object or only the exemplar of the object, stored
separately.

Figure 6A—the left side—focuses on what bound, unitized
storage would look like for two objects of the same category, with
different amounts of forgetting, that is, when both objects are
stored (Figure 6A, first box), only one is stored (Figure 6A, second
box), or both are forgotten (Figure 6A, third box). By necessity, all
these models predict an equal likelihood for objects to be remem-
bered or forgotten regardless of whether the two objects are in the
same or different states; because the objects are unitized, there is
no strong relationship of the items to each other (e.g., as though
pattern separation processes had made them entirely distinct in
their representation despite their within-category similarity). How-
ever, our results consistently showed that this was not the case:
objects in the same states were recognized correctly more often
that objects in different states, broadly inconsistent with this bound

Figure 6. Schematic of memory representations and the predictions they make about Experiment 1A and 1B.
(A) Bound memories are holistic item representations. When memory is strong (left), then participants are
expected to know both the state and exemplar of each item. As memory gets weaker (moving right), participants
lose entire objects holistically. Memory representations of this kind cannot lead to participants having above
chance performance at knowing whether one or two different states were present while not knowing what those
states were; once one of the items is lost, participants no longer know whether the two states were the same or
different. (B) Independent memories of features that distinguish between exemplars and states as memory is lost
(left to right). There are several possibilities for how independent memory can give rise to above-chance
performance in remembering whether the states were the same or different but chance performance in knowing
which state goes with which exemplar. If participants are aware of both states, but not the binding between them,
this can cause “swap” errors, consistent with the data (left; strong memories). If participants do not remember
both states, but memories for a given state are known by participants to be stronger (darker colored) when the
state was the same between the objects than when it was different, this also could give rise to the data pattern
we find, as participants could use the strength of the state memory to decide whether the objects had the same
or different state. See the online article for the color version of this figure.
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storage account. In addition, our results showed that people often
knew which states were present without knowing which exemplar
the states went with, again broadly inconsistent with this bound
storage account.

Thus, our data strongly favor the idea of independent storage
(Figure 6B, right side). However, our data in Experiment 1 do not
by themselves disambiguate between accounts of misbinding and
accounts of independent forgetting—although Experiment 2
speaks in favor of the misbinding account. Considering only Ex-
periment 1, the first scenario (Figure 6B, first box) suggests that
observers store both exemplars and both states but fail to remem-
ber which state went with which exemplar. This “unbound” mem-
ory scenario makes a very straightforward prediction that fits our
data. If an observer has such representations, he or she would
preferentially choose the same states for objects that were pre-
sented in the same states and choose different states for objects that
were presented in two different states. Moreover, the repeated
presentation of the same state should lead to better performance in
same state trials. For different states, such a representation predicts
that observers would choose either both or none of the states
correctly as they do not have firm knowledge how the states and
the exemplars were bound, again broadly consistent with our data.
Such independent memory representations are also consistent with
the independent access to state and exemplar information observed
in Experiment 2.

However, accounts based on independent forgetting are also
possible in Experiment 1. (Although they do not straightforwardly
account for Experiment 2’s generalization results, which show
independence even when both features are strongly represented).
In particular, if we imagine independent storage of state and
exemplar information, with the traces for the “state” being stronger
when both objects shared that state, this could also explain the
pattern we observed in Experiment 1 (Figure 6B, second box). If
the two same-category objects are presented in the same state, this
could aid the consolidation of the state information, resulting in a
high frequency of correct choices of both these states at test. By
contrast, if two objects are presented in different states, this may
result in a weaker trace for each of them which might increase the
probability of forgetting one or both these states. When the states
are forgotten, observers may randomly guess exemplar-state con-
junctions but their choice of same versus different states could be
strategic. For example, if an observer does not actually remember
the states, he or she may assume this is because the objects differed
in state and thus choose two different states. Unlike the previous
scenario implying good memory for all features and a failure to
bind them, the current scenario emphasizes the role of between-
feature interactions causing consolidation or forgetting. Our data
from Experiments 1A–B do not make a clear distinction between
these two mechanisms.

Importantly, both of the possible mechanisms for explaining our
data are incompatible with fully bound, unitized memory repre-
sentations of objects. In particular, participants having a memory
for the abstracted state of the items in the category independent of
the particular exemplar features presupposes that the storage of
state and exemplar features is independent.

Finally, one more scenario theoretically compatible with our
data from the exemplar-state task alone is if participants frequently
failed to remember exemplar information at all, and had only some
independent memory of the state of the items in the category, again

with this memory varying in strength between same-state and
different-state situations (Figure 6B, third box). Again, this ac-
count implies strongly independent features. However, this sce-
nario also does not account for the strong memory for exemplars
we find in our data with the same encoding conditions, so it is
largely incompatible even with the data from Experiment 1. Thus,
broadly, the data from Experiment 1 are consistent with unbound
state and exemplar features or independent forgetting of exemplar
and state features (with differential memory strength in the “same”
and “different” state conditions).

Importantly data from Experiment 2 largely speak in favor of
the unbound feature account, at least in terms of access to the
features: If independence only arose from the loss of some features
due to differential forgetting, we would not expect to see clear and
easy generalization in Experiment 2. This generalization is sepa-
rate evidence in favor of independent storage, even in the absence
of independent forgetting. Thus, overall, we believe our data speak
strongly to the independence of different object features in mem-
ory and overall favor the view of unbound representations of these
features rather than purely an independent forgetting/independent
memory strength account.

Note that in the current work, we only test whether object
exemplar information can be accessed independent of state infor-
mation (in Experiment 2) and whether object state is always bound
to object exemplar (in Experiment 1). In theory, alternative ac-
counts of our data where there is an asymmetry between object
state and object exemplar are possible—for example, hierarchical
memory representations where remembering exemplar informa-
tion is necessary for accessing object state but object state can be
lost independently of exemplar information. In the visual working
memory literature such accounts have been proposed to understand
why there are costs to encoding information from multiple objects
yet information within an object appears to be forgotten indepen-
dently (e.g., Brady, Konkle, & Alvarez, 2011; Fougnie et al., 2010,
2013). The extent to which the nonholistic, nonunitized represen-
tations we observe may have a hierarchical structure remains an
open question for future work.

State and Exemplar as Properties of Objects

The features underlying state and exemplar discrimination are
not reducible to separable sensory dimensions (like color or ori-
entation) but represent more complex pieces of information about
object appearance in visual long-term memory. Previous work has
used exemplar and state manipulations (Brady et al., 2008, 2013;
Konkle et al., 2010a), because distinguishing between two differ-
ent states or poses of an object and between two different exem-
plars of the same object category are two common and important
tasks in the real-world, and these aspects of objects capture im-
portant regularities in how the objects we interact with actually
vary in the real-world. Our results suggest that these distinctions
on average rely on different aspects of the visual appearances or
semantic representation of real-world objects, and these aspects of
the objects are not represented together—holistically—in mem-
ory. What features underlie these discriminations? The answer is
likely to vary at least in part from object to object. For example, on
average state changes likely affect more about the current role or
functionality of the object than do replacements of an item with
another exemplar of the same category in the same state; in

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

544 UTOCHKIN AND BRADY



addition, state changes frequently result in a part of
the object moving, creating more changes in global shape. In the
current work, because we found that these dimensions appear to be
unbound, we provide evidence that whatever the visual or semantic
dimensions that are encoded about objects are, the features that
underlie the ability to make “state” and “exemplar” discrimina-
tions must be at least partially independent. However, understand-
ing the exact visual and semantic features used to represent real-
world objects and to make such discriminations is a significant
challenge for future work.

Importantly, our experiments contain an asymmetry with respect
to the state and exemplar properties: If we did not find indepen-
dence between state and exemplar properties, the data would not
disambiguate between two ideas. On the one hand, this could have
been evidence that objects are stored holistically in a unitized
format. On the other hand, it could have been that people could
simply rely on the exact same features for the state and exemplar
tests (e.g., the state features are just the exact same features as the
exemplar features, no binding required), whereas other feature
combinations might in fact be stored independently. However,
finding independence implies not only that objects are not unitized
but also that the features underlying the two tests are independent.
As noted above, this could be because people really store object
representations semantically (e.g., in meaningful features specific
to object categories, like “fullness”) or simply because on average
the visual features underlying state and exemplar discriminations
tend to vary.

An important question regarding our results can be asked
whether our pattern could be achieved via verbal encoding rather
than a visual or semantic format of encoding. For example, one
might suggest that two exemplars in same states could be de-
scribed by a single label (e.g., two “coffee mugs”) and two
exemplars in different states by two labels (e.g., “a coffee mug”
and “a mug of coffee”), and interference could arise from the
difficulty of labeling at retrieval rather than visual unboundedness.
However, we do not believe nonvisual, purely verbal encoding
strongly contributes to memory performance in our experiments.
First, the variety of exemplar and state changes across images was
so large that participants could not know in advance which features
would be relevant for a subsequent memory test. Instead, the
nature of our stimuli would require them to create a long verbal
description for each item to provide a considerable chance of
having a proper feature description accessible at test. Given the
number of items, relatively short encoding time, and the fact that
the participants were not warned about relevant features in the
instruction, this strategy seems unlikely and not very fruitful. In
addition, we directly manipulated the availability of explicit verbal
encoding via articulatory suppression (Experiment 1B) and found
the same pattern of results. We therefore advocate the idea that
memories for exemplars and for states, as well as a failure to bind
them relied substantially on relatively independent visual or se-
mantic representations rather than verbal labels.

Connections to Previous Work on Binding Within
Objects in Visual Long-Term Memory

Our results are in line with the main conclusion of Brady et al.
(2013) and Reinitz et al. (1992) that the features of real-world
objects are not bound into one unitized representation in long-term

memory. Our findings make this conclusion significantly stronger,
particularly with respect to meaningful features of real objects.
Brady et al. (2013) showed that some features of an object can be
forgotten while others are still in memory, which could be ex-
plained by the idea that some features are stored better than others
for particular objects. Reinitz et al. (1992) found that observers
falsely recognized faces conjoining parts of studied faces more
frequently than faces having new features, which is evidence that
participants have at least some ability to detect novel features, but
is not evidence for a lack of bound representations. Here, we show
that erroneous reports about exemplar-state conjunctions fre-
quently occur and that people are easily able to generalize across
state features when considering exemplar features. This cannot be
ascribed to lacking feature encoding or to differentiation between
old and new features but can be explained only by independent
feature storage. Thus, the current results provide direct evidence
against inherently unitized representations of features of an object.
They go beyond previous work in particular in showing the im-
plications of this independence: in terms of access to those fea-
tures, which appears largely independent (Experiment 2) and in
terms of the ability to keep items distinct within a category, which
is significantly impaired when items in a category vary (e.g., in
state) due to a failure of binding each item to its relevant feature
information.

Long-Term Memory Limitations

Our findings have important theoretical implications. Binding
plays an important role in systems with limited capacities, such as
rapid or peripheral perceptual recognition (Treisman, 1996; Wolfe,
Võ, Evans, & Greene, 2011) or visual working memory (Luck &
Vogel, 1997; Raffone & Wolters, 2001). In these highly limited
systems, it is reasonable to suppose that participants selectively
encode a limited set of separate features and have a small fraction
of them bound at a time, rather than form special units tuned to
each of the endless possible set of feature combinations (Tsotsos,
1988). Unlike perception or visual working memory, visual long-
term memory has no such evident limits: It stores many more items
than visual working memory (Brady et al., 2008; Konkle et al.,
2010a; Standing, 1973). From such a massive storage capacity, we
might expect an ability to hold vast numbers of items in fully
integrated, bound formats. However, our results show that this is
not the case, even for meaningful objects. It appears that visual
long-term memory stores at least some features of real-world
objects independently. This strategy can yield at least three bene-
fits. First, it reduces the computational complexity of the storage
(Tsotsos, 1988). Second, it provides a reasonable degree of mem-
ory invariance, as demonstrated in Experiment 2: An object can be
recognized when some of its features naturally change. Third, even
when some features are forgotten, unboundedness allows us to
retrieve object information using other features. Thus, our results
are in line with a model where at least some of the meaningful
features making up objects are stored separately and accessed
separately—as opposed to unitized into holistic object representa-
tions.

Our suggestion that binding is required even for remembering
single objects also has significant repercussions for examining the
role of hippocampus and other medial temporal lobe structures
(e.g., Davachi, 2006). In particular, this literature often implicitly
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treats object-only memory as not requiring binding, in order to
contrast object memory with object-context memory, which is
presumed to require binding operations. Insofar as objects are
themselves “bundles” of features that require binding, the distinc-
tion between object-only memory and object-context memory is
likely to be more complicated than the need for binding alone. Our
data also argues against an account where memory is access purely
through holistic representations that have undergone hippocampal-
dependent pattern separation processes that make even similar
remembered items as distinct as possible (e.g., Diana et al., 2007;
Norman & O’Reilly, 2003; Yassa & Stark, 2011). In particular,
Experiment 1 shows that similar objects within a category interfere
with each other in a predictable, feature-based way: For example,
seeing a full mug and an empty mug leaves people uncertain which
was full and which was empty. This is incompatible with a view
where similar items are stored in fundamentally unitized, separated
representations.

Our results give new insights into the processes leading to
failures in visual long-term memory. It has long been known that
recognition degrades if a tested item has been presented among
multiple similar as compared with dissimilar items (Hunt, 2006;
Konkle, Brady, Alvarez, & Oliva, 2010b; Wallace, 1965). Describ-
ing this effect, researchers often refer to a broad concept of
distinctiveness (Hunt, 2006): in particular, arguing that more dis-
tinctive items are best remembered, and thus adding items that are
maximally similar to a given item is most likely to impair memory
for that object. Here we report the opposite finding: Observers
were worse at memory when the two items to be remembered
within a category were the most distinct from each other—for
example, when the two items they saw in a category were different
exemplars in different states. By contrast, if both items shared
information—for example, were the same state—participants per-
formed better, in spite of the fact that this meant the objects-to-
be-remembered were more similar to each other. This does not
conform with the standard distinctiveness framework, suggesting
that the lack of binding for meaningful features of real-world
objects could be an important driver of memory failures indepen-
dent of distinctiveness.

Conclusion

In summary, our findings advance our view of how information
about everyday objects is represented in visual long-term memory.
Memories for individual objects are not the fundamental units of
our memory. Rather, object memories are themselves stored in the
form of independent representations that can be lost or misbound
(Experiment 1) or recalled separately (Experiment 2). Our results
thus provide deeper understanding of the basic mechanisms of
storage in visual long-term memory.
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Appendix

Testing Working-Memory Encoding As a Possible Cause of Binding Failures

Experiment A1

In Experiments 1A–B, participants were required to retrieve the
studied items from visual long-term memory, as they studied all
240 items before being tested. However, it is possible that the
observed binding errors have nothing to do with constructive
processes in long-term memory, but occur earlier—for example,
participants never encode the items into long-term memory with
state information bound to exemplar information at all; the binding
failure occurs at perception or in working memory. In Experiment
A1, we tested this possibility. Participants studied only the pairs of
items from each category and were immediately tested on their
memory.

Method

Participants. Following the power requirements described in
Experiment 1A, a different set of 20 psychology students of the
Higher School of Economics (19 female; age: M � 21.05 years,
SD � 3.38) took part in the experiment for extra course credits or
for a compensation equivalent to approximately $3. All partici-
pants reported having normal or corrected-to-normal vision and no
neurological problems. Before the beginning of the experiment,
they provided written informed consent.

Apparatus and stimuli. Apparatus and stimuli were the same
as in Experiment 1A.

Procedure. Like Experiments 1A–B, Experiment A1 also
consisted of exemplar-state and exemplar tasks. Each participant
was exposed to both tasks. The order of the tasks was counterbal-
anced across participants. These two tasks were always preceded
by a practice task that was a shortened version of the exemplar task
with seven categories (not used in the main experiment).

As in Experiments 1A–B, the participants had to study a pair of
exemplars from each category. The critical procedural difference
from Experiment 1A was in how study and test were arranged.
Both exemplars from the same category were presented in a row
(each image was presented for 1 s with a 1-s blank interval) and
then immediately tested. In particular, 1 s after the second exem-
plar presentation, memory for this pair of items was tested using
the two simultaneous 2AFC trials (Figure A1).

Design and analysis. As in Experiment 1A from the main
text, the paired exemplars in exemplar-state task could be shown in
the same state or two different states (60 pairs in the same state and
60 pairs in different states). In the exemplar task, 60 pairs of
exemplars were presented and tested. The method of analysis was
the same as in Experiment 1A.

Results

Accuracy in remembering exemplars. In the exemplar con-
dition, when asked to remember exemplars without requiring state
memory, participants showed very high accuracy (M � .99) that
differed substantially from chance, t(19) � 223.55, p � .001,
BF10 � 8.53 � 1029, d � 49.99, 95% CI [33.43, 65.23], suggest-
ing they remembered exemplar information very well.

Accuracy in remembering state. As in Experiment 1A from
the main text, we ran two tests to estimate how well participants
remembered state information on its own. First, we examined
performance in picking the correct state when both objects were
shown in the same state. Participants were excellent at choosing
this state, M � .96, t(19) � 44.72, p � .001, BF10 � 2.42 � 1017,
d � 10.00, 95% CI [6.81, 13.08], suggesting they have very good
memory for states when binding was not required (Figure A1).

Second, we tested whether participants were good at discrimi-
nating between the condition where the items were shown in the
same state versus in different states. We found that the proportion
of the time participants selected the same two states for the two
exemplars was much higher for the items that actually were
presented in same states as compared to presented in different
states, t(19) � 33.55, p � .001, BF10 � 1.49 � 1015, dz � 7.50,
95% CI [5.09, 9.82]. In both conditions, the proportions differed
from chance level .50 and these differences were almost symmet-
rical (same states: M � .94, t(19) � 22.74, p � .001, BF10 �
1.62 � 1012, d � 5.86, 95% CI [3.41, 6.74]; different states: M �
.07, t(19) � 32.43, p � .001, BF10 � 8.11 � 1014, d � 7.25, 95%
CI [4.91, 9.50]; Figure A1). This provides more evidence that the
participants had very good memory for the states of the studied
objects.

(Appendix continues)
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Accuracy in exemplar-state binding. To test how well our
participants remembered bound objects in an immediate working
memory test, we compared their accuracy in reporting the states of
the exemplars shown in different states with their accuracy in
reporting the states of the exemplars shown in the same states.
Memory for states of exemplars shown in different states (M �
.93) was only slightly worse than memory for exemplars shown in
the same state (M � .96; comparison: t(19) � 2.66, p � .016,
BF10 � 3.54, dz � .59, 95% CI [.11, 1.06]; Figure A1), suggesting
a small number of errors can be explained by the difficulty at
ascribing the remembered states to the correct exemplars even in
immediate memory. Yet, the proportion correct was far above
chance when participants needed to report the states of exemplars
that had been presented in the different states (.50; one-sample
t(19) � 31.04, p � .001, BF10 � 3.75 � 1014, d � 6.94, 95% CI
[4.71, 9.10]). Performance was much better than the same condi-

tion in Experiments 1A–B, which was, as reported above, near
chance (and consistent with the null hypothesis according to the
Bayes factor analysis). We conclude that the observers do remem-
ber both exemplars, states, and the way the states went with the
particular exemplars in immediate working memory tests. Al-
though a small percentage of errors can be explained by binding
difficulties even immediately after encoding, these errors appear to
be much rarer than in Experiment 1A–B. This provides evidence
that most of binding errors observed in Experiment 1A–B are
likely to occur during retention and retrieval from visual long-term
memory.
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Figure A1. Methods (A) and results (B–C) of Experiment A1. (A) Experiment A1 was a working memory
version of Experiments 1A–B: Two exemplars of one category were always shown in a row and followed by an
immediate test. The two exemplars could be in the same or different states. (B) Proportions choosing correct state
for a given exemplar when the two studied objects were shown in the same state (left; doesn’t require binding)
or different states (right; requires binding); (C) Experiment A1, proportions choosing the same states for the two
test objects (regardless of whether these states are correct or incorrect). Error bars denote 95% CI’s. Dashed lines
show chance levels. See the online article for the color version of this figure.
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