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Abstract

Extant research has shown that previously acquired categorical knowledge affects recognition memory, and that differences in
category learning strategies impact classification accuracy. However, it is unknown whether different learning strategies also
have downstream effects on subsequent recognition memory. The present study investigates the effect of two unidimensional
rule-based category learning strategies — learning (a) with or without explicit instruction, and (b) with or without supervision — on
subsequent recognition memory. Our findings suggest that acquiring categorical knowledge increased both hits (Experiments 1
and 2) and false-alarms (Experiment 1) for category-congruent items regardless of the particular strategy employed in initially
learning these categories. There were, however, small processing speed advantages during recognition memory for both explicit
instruction and supervised practice relative to neither (Experiment 2). We discuss these findings in the context of how prior
knowledge influences recognition memory, and in relation to similar findings showing schematic effects on episodic memory.

Keywords Category learning - Recognition memory - Supervised learning - Schema

Introduction

At least since Bartlett’s pioneering work, it has been known
that episodic memory is influenced by previously acquired
knowledge (Bartlett, 1932). Bartlett suggested that each indi-
vidual experience is encoded, not only as an individual event,
but also as related to a knowledge structure of similar previ-
ously encoded experiences. He called these knowledge struc-
tures schemas, and the notion has remained in the memory
literature ever since. While studies on the effects of schematic
knowledge on episodic memory vary, they have produced two
consistent sets of results. On the one hand, participants are
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more likely to remember schema-inconsistent relative to
schema-consistent items. For instance, after having read pas-
sages depicting stereotypical activities (e.g., going to a restau-
rant), participants are more likely to remember abnormal or
unusual situations in an otherwise typical story relative to
normal or usual occurrences (Bower, Black, & Turner,
1979; for a review, see Rojahn & Pettigrew, 1992). On the
other hand, participants are more likely to false alarm to
schema-consistent relative to schema-inconsistent lures. In a
classic study, Brewer and Treyens (1981) asked participants to
wait at a carefully staged office for 35 s, after which partici-
pants were transported to a different room where they were
asked to recall the items in the office they were just at. Their
results show that participants were more likely to falsely recall
lure items one would have normally or usually found in an
office, relative to items that were abnormal or unusual (see
also Lampinen, Copeland, & Neuschatz, 2001).

Because schema acquisition takes time, and the resultant
schemas are likely to be quite complex (e.g., we all have a vast
amount of semantic knowledge about what occurs or doesn’t
occur at doctor’s offices; Bower et al. 1979), research on
schematic influences on recognition memory often capitalizes
on participants’ pre-acquired schemas. As a result, most stud-
ies usually employ one of two experimental strategies: either
within-subject designs to evaluate effects of pre-acquired
schemas on different recognition tests (Graesser &
Nakamura, 1982; Roediger & McDermott, 1995), or
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between-subject designs where participants with different pre-
acquired schemas face identical recognition tests (Castel et al.,
2007). Unfortunately, neither of these strategies directly ma-
nipulates schema acquisition, leaving thus unanswered ques-
tions as to how precisely schematic structures come to affect
recognition memory later on.

There is another knowledge structure that has been shown
to affect episodic memory, namely categories. Most work on
categorical knowledge focuses on how it influences perceptu-
al classification and discrimination (Ashby & Maddox, 2005),
as well as how general background knowledge influences the
acquisition of new categorical information (Murphy &
Allopenna, 1994; Heit, 1998). However, there are also a few
studies that have directly investigated how acquiring new cat-
egorical knowledge influences subsequent recognition. For
example, Palmeri and Nosofsky (1995) instructed participants
to learn to categorize geometric shapes according to a simple
rule. While most stimuli were rule-consistent, there were some
exceptions (i.e., rule-inconsistent items). After learning, par-
ticipants completed a recognition test that involved old as well
as new items that were either rule-consistent or rule-inconsis-
tent. Their results suggest that participants had much better
recognition of the rule-violating items relative to rule-
conforming ones. In a related study, Sakamoto and Love
(2004) manipulated the strength of the category rule by vary-
ing the number of rule-conforming and rule-violating items.
When the rule was stronger (i.e., included fewer rule-
inconsistent items during learning), exceptions were remem-
bered better than when the rule was weaker.

Despite these apparent similarities in the influence of
schemas and categories on memory, research on schemas
has proceeded largely separated from research on categorical
knowledge. There are several reasons behind this historical
division. For one, researchers disagree about the precise char-
acterization of both notions. Just as there are several theories
about the nature of categories (Smith & Medin, 2013) as well
as the psychological processes underlying category learning
(Love, 2013), there are equally numerous views on the nature
of schemas and their acquisition (Ghosh & Gilboa, 2014).
There are also differences in research goals. While most re-
search on categorization has focused on the processes by
means of which we come to acquire categorical knowledge
(Ashby & Maddox, 2005), research on schemas has mainly
focused on the effects of already acquired schemas on other
cognitive processes, such as emotion, memory, and decision-
making. As a result, researchers in both fields have pursued
different questions, and have employed distinct experimental
paradigms and analytic strategies.

This was not always the case. In a classic study on catego-
rization, Posner and Keele (1968) trained participants to learn
patterns of dots that varied in terms of their distortion from a
prototype, which they explicitly equated to Bartlett’s schema
(see also Attneave, 1957). Following training, participants

were shown old dot patterns — i.e., patterns they have seen
during learning — as well as new patterns, which were either
distorted variants of the previously seen patterns or the unseen
prototypes underlying the patterns learned during training —
which Posner and Keele called “the schemas of the memo-
rized instances” (p. 354). They found that participants had
strong memories for the old patterns and strong memories
even for the unseen prototype, relative to previously unseen
distorted patterns. Likewise, their reaction times were equiv-
alent for old and prototypical patterns, but longer for new
ones. This result constituted one of the first demonstrations
that prototypicality affected recognition and reaction times in
a related memory task, and also one of the first studies linking
the concept of memory schema with the notion of prototype
within the context of category learning.

In recent years, a handful of researchers have sought to
explicitly revive the idea that there are important connections
between schematic and categorical knowledge in the context
of recognition memory (Clapper, 2008; Davis et al., 2014,
Love, 2013; Sakamoto, 2012). For instance, both Sakamoto
(2012) and Love (2013; see also Sakamoto & Love, 2003,
2004) have argued that if one understands schematic learning
as a process that involves the gradual acquisition of expecta-
tions based on prior experience, then one can think of category
learning as a tantamount exercise, whereby one builds “sche-
ma-like representations in which rule-following items are
encoded as a set of expectations, and rule-violating items are
stored separately” (Sakamoto, 2012: 2961). Under this under-
standing of schema, they hypothesized that the memory ad-
vantages for exceptional items (i.e., rule-violating and sche-
ma-inconsistent) as well as the increased rate of false alarms to
rule-conforming and schema-consistent lures, may derive
from similar cognitive and neural mechanisms (Davis, Love,
& Preston, 2012).

Inspired by this way of thinking about schematic and
categorical knowledge, and seeking to further contribute to
the integration of these two perspectives within the context
of recognition memory, De Brigard et al. (2017) developed a
paradigm to explore how learning a novel category influences
subsequent memory for items belonging to the learned cate-
gory relative to items that belonged to a different not-learned
category or to no category at all. As mentioned, one of the key
differences between research on schematic versus categorical
influences on recognition memory is that the acquisition of
schematic knowledge is typically assumed and rarely, if ever,
manipulated. By contrast, in category-learning paradigms, the
acquisition of categorical knowledge is usually well
controlled and manipulated, whereas the memory
component is rarely, if ever, separated from the learning
stage. As such, De Brigard et al. (2017) made use of a category
learning manipulation to garner better control over the acqui-
sition of the knowledge structure and then, in separate stages
of the paradigm, evaluate its impact on the subsequent
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encoding and retrieval of related material. More precisely, in
the learning stage, participants learned to categorize
computer-generated flowers according to a simple unidimen-
sional rule — a single feature (e.g., yellow petals) — which was
counterbalanced across participants. These flowers constitut-
ed the learned category. Another feature, which occurred
equally as frequently as the criterion feature for the learned
category, was also counterbalanced across participants and
overlapped with the learned category half the time. Flowers
that included this second feature belonged to the not-learned
category. Finally, some flowers belonged to both categories,
and others belonged to neither category. In the study stage,
participants studied previously unseen items from the learned
category, the not-learned category, both categories, and nei-
ther category. Finally, at the testing stage, participants saw old
and new items from the learned category, the not-learned cat-
egory, both categories, or neither category. Across several
experiments, De Brigard et al. (2017) found that learning a
category increased both hits and false alarms for category-
consistent stimuli in a subsequent memory test, whereas no
such effect was present for the equally frequently presented
yet not learned category. More recently, employing a version
of the same paradigm, Yin et al. (2019) replicated these find-
ings and found that participants who learned the category
better showed improved old-new discrimination in a recogni-
tion test, relative to those who learned the category less well,
suggesting that expertise in category learning enhanced mem-
ory performance.

Together, these findings offer strong evidence that learning
a new category structure prior to studying items for a recog-
nition test can influence recognition memory in a manner that
is consistent with reported results in the schema literature.
However, since De Brigard et al. (2017) only tested categories
learned with supervised practice in the absence of instruction,
it is unclear whether these results generalize to other forms of
learning. In particular, it is possible that learned categories do
not exhibit schema-like influences on recognition memory
when those categories are learned without feedback or
through explicit instruction of the category rule. No study to
date has examined whether such differences in how categories
are learned impacts subsequent memory, provided that similar
classification accuracy is achieved.

There are two reasons why we might expect to find effects
of learning strategy. First, learning strategies are thought to
determine a category’s underlying representation in distinct
memory systems, which has been shown to affect categoriza-
tion accuracy (Ashby, Maddox, & Bohil, 2002;
Chandrasekaran et al., 2016; Ruge & Wolfensteller, 2010;
Sakamoto & Love, 2010). For instance, compared to super-
vised learning, unsupervised learning has been associated
with decreased categorization performance (Ashby, Maddox,
& Bohil, 2002; Edmunds, Milton, & Wills, 2015), greater
sensitivity to feature saliency, feature variability, and inter-
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feature correlations (Broker, Love, & Dayan, 2021; Hsu &
Griffiths, 2010; Levering & Kurtz, 2015), and a strong pref-
erence for linear over non-linear categories (Love, 2002).
Other studies have investigated the impact of explicit instruc-
tion of the category rule: Allen and Brooks (1991), for in-
stance, found increased classification accuracy but reduced
speed for categories learned with explicit instruction relative
to categories learned without instruction when rule congruen-
cy conflicted with similarity information. They took this result
to mean that information learned through instruction and
through practice interact; that is, practicing a learned semantic
rule does not simply automatize the rule; rather, it associates
the rule with the particular items and episodic contexts en-
countered during practice.

Another reason that learning strategies might influence
memory is that feedback during learning (Dickerson &
Adcock, 2018; Mather & Schoeke, 2011; Seabrooke et al.,
2019), and even the act of choosing responses alone (Leotti
& Delgado, 2011), is associated with increased motivation.
Though this effect is reduced under the presence of instructed
learning (Li, Delgado, & Phelps, 2011), this increased moti-
vation has been associated with enhanced memory (Murty,
DuBrow, & Davachi, 2015; Potts, Davies, & Shanks, 2019).
As a result, if people are more motivated to successfully clas-
sify items as belonging to a particular category, they may be
more likely to remember them later on.

For these two reasons, we predicted that learning a category
with instruction and/or practice should impact subsequent
memory, for instance, by enhancing schema-like effects (i.e.,
exhibiting a larger increase in hits/false alarms (FAs) for
category-consistent items) and by decreasing reaction times
during recognition. The current study explores this question
by modifying De Brigard et al.’s (2017) paradigm to investi-
gate the effects of four category learning strategies on recog-
nition memory: (a) learning with and without explicit instruc-
tion, and (b) learning with and without supervised practice.

Experiment 1

By comparing recognition memory for stimuli in a learned
category versus stimuli that belonged to a not learned or to
neither category, De Brigard et al. (2017) showed increased
hit and FA rates to lures from the learned category, but not so
for lures from either the not learned or the neither category. In
the current experiment, we tested whether such memory ef-
fects were modulated by the conditions under which the cat-
egory was learned. Specifically, we were interested in whether
memory accuracy and response time varied (a) when partici-
pants were explicitly instructed of the category rule or had to
learn the rule for themselves, and (b) when participants active-
ly practiced categorizing stimuli with supervised feedback or
simply witnessed those stimuli being categorized.
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Method

Participants To match the statistical power obtained in De
Brigard et al. (2017) in each between-subjects condition,
867 participants were recruited via Amazon Mechanical
Turk (https://www.mturk.com). All participants were from
the USA, had at least 100 approved HITs, had an overall
HIT approval rate of at least 95%, and received $2.00 in
compensation. As we were interested in how successfully
learned categories impact memory performance, data from
134 participants were excluded because of failure to learn
the category above 85% accuracy during the last 20 trials of
learning, as in De Brigard et al. (2017), leaving 733 partici-
pants (151 Practiced only, 208 Instructed only, 184 Both, 190
Neither) for data analysis. Out of 39,582 test-phase trials
across all participants, 188 trials (0.48%) with response time
greater than 3 standard deviations (SDs) from the mean (i.e.,
above 15.16 s) were also discarded. All participants provided
informed consent in accordance with Duke University
Institutional Review Board (IRB).

Materials Stimuli consisted of MATLAB (2018b)-generated
flowers, used previously in De Brigard et al. (2017). These
flowers varied over five features (i.e., petal number, petal col-
or, center shape, center color, and sepal number), with each
feature taking three possible values (Fig. 1A). Flowers were
displayed on the center of an otherwise white screen.

Procedure The procedure, which closely followed Experiment
4 of De Brigard et al. (2017), included three phases: learning,
study, and test. The experiment began with an instruction
screen (~30 s) detailing the five stimulus features and their
possible values, with two example stimuli displayed for illus-
tration. Participants were instructed that they would see
flowers on the screen, one at a time, and would be asked to
determine whether each flower belonged to the species
avlonia. The feature and value that constituted this Learned
category (avlonia) was counterbalanced across participants.
To isolate effects of the Learned category from possible ef-
fects of non-conceptual stimulus features, participants were
also assigned a Not-Learned category, randomly defined by
avalue of a different feature, of which they were unaware. The
Not-Learned category was never mentioned to the partici-
pants, was statistically independent of the Learned category,
and was counterbalanced across participants, serving only as a
baseline for analysis. During each of the three phases of the
experiment, each value of each feature was displayed in one-
third of the trials for that phase, so that the co-occurrence of all
feature/value combinations was uniform. Accordingly, one-
third of all flowers presented were members of the Learned
category.

Additionally, we introduced two counterbalanced between-
subjects manipulations on learning: whether the participant

was explicitly instructed of the Learned category’s rule
(Instruction: Instructed, Not-Instructed), and whether the par-
ticipant actively categorized flowers during learning or merely
watched as flowers were categorized on the screen (Practice:
Practiced, Not-Practiced). In the Instructed condition, partici-
pants were told how to identify avionias (e.g., “Avlonias are
flowers with six petals”). In the Not-Instructed condition, par-
ticipants were told only that they would have to learn what
feature and value defined the species avionia. In the Practiced
condition, participants completed 72 self-paced trials in which
they pressed the “Y” key if the flower was an avlonia, or the
“N” key otherwise. Immediate feedback (“Correct”/
“Incorrect”) was presented after each key-press for 1 s. In
the Not-Practiced condition, participants instead passively
viewed 72 trials in which a flower was shown for 3 s, and a
categorization (“Avlonia”/*Not Avlonia”) was presented im-
mediately after for 1 s. Of the 72 flowers presented, 16 flowers
were in the Learned category but not the Not-Learned catego-
ry, 16 flowers were in the Not-Learned category but not the
Learned category, eight flowers were in both categories, and
32 flowers were in neither category.

In the study phase, participants read instructions (for a min-
imum of 30 s) in which they were asked to memorize 18
flowers. Each flower was shown for 5 s after a 1-s inter-trial
interval. None of these flowers were shown previously. Of
these 18 flowers, four were in the Learned category but not
the Not-Learned category, four were in the Not-Learned cat-
egory but not the Learned category, two were in Both catego-
ries, and eight were in Neither category. Participants were told
that they would receive a bonus if they could remember a high
number (85%) of flowers.

Finally, in the test phase, participants read instructions (for
a minimum of 30 s), in which they were told that they would
see 54 flowers, one by one, and asked to press the “Y” key if
the flower was old, or “N” otherwise. Each trial was self-
paced with a 1-s inter-trial interval. Of these 54 flowers, 18
were presented during study. Of the remaining 36 flowers
(lures), eight were in the Learned category but not the Not-
Learned category, eight were in the Not-Learned category but
not the Learned category, four were in Both categories, and 16
were in Neither category. None of the lures appeared in the
learning or study phases.

Results

Learning phase Because the participants in the Not-Practiced
condition did not make responses during learning, we report
results from those in the Practiced condition only. As found in
De Brigard et al. (2017), participants in the Not-Instructed
condition started at near chance (M = 65.4%, SD = 20.2%)
categorization accuracy in the first ten trials, and gradually
rose to near ceiling (M = 98.7%, SD = 3.8%) accuracy in the
last ten trials. In contrast, participants in the Instructed
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Fig. 1 (A) Examples of stimuli for Experiment 1. Stimuli consisted of
flowers varying across five dimensions, with each dimension taking on
one of three possible values: number of petals (four, six, or eight), petal
color (blue, green or yellow), center shape (circle, triangle, or square),
center color (orange, purple, or turquoise), and number of sepals (one,
two, or three). Figure 1A depicts all possible values of the five features.
(B) Examples of stimuli for Experiment 2. Stimuli consisted of flowers
varying across seven dimensions, with each dimension taking on one of
two possible values: number of petals (four or six), petal color (blue or
green), center shape (circle or triangle), center color (purple, or turquoise),

condition began with high accuracy (M = 89.2%, SD =
17.4%), and quickly rose to near ceiling (M = 99.1%, SD =
3.1%) (Fig. 1C). These results confirm that instructing partic-
ipants of the category rule allowed them to quickly learn to
categorize flowers correctly.
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number of sepals (one or two), center hole shape (heart or star), and petal
shape (concave or round). Figure 1B depicts all possible values of the
seven features. (C) Learning performance for Experiment 1. Mean
categorization performance for the Practice + Instruction and Practice +
No-Instruction conditions. Shaded areas represent standard errors from
the mean. (D) Learning performance for Experiment 2. Mean categoriza-
tion performance for the Practice + Instruction and Practice + No-
Instruction conditions. Shaded areas represent standard errors from the
mean

Test phase As outcome variables during the testing phase, we
measured reaction time (RT), hits, and false alarms (FAs), as
well as hierarchical estimates of sensitivity (d') and bias (C).
For all outcome variables, unless otherwise noted, we fit
Bayesian mixed-effects models in R using the brms package
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with five chains, 1,000 iterations of burn-in, and 1,500 itera-
tions of sampling (Biirkner, 2017). In accordance with
Bayesian parameter estimation (see Kruschke & Liddell,
2018, for a review), for each effect, we report posterior me-
dians, 95% Highest Density Intervals (HDIs), probability of
direction (pd), and percentage of the 95% HDIs inside a
Region of Practical Equivalence (ROPE). Similar to a p-value,
probability of direction is the proportion of posterior samples
greater than (or less than) 0 and is a metric of effect existence,
where pd > 97.5% is suggestive of an effect at « = .05 (for a
discussion on these Bayesian approaches, see Makowski,
Ben-Shachar, Chen, & Liidecke, 2019). In contrast, the per-
centage of the 95% HDI inside a ROPE is a metric of effect
significance that counts the proportion of posterior samples
inside a null region (Kruschke, 2011). We use < 5% and >
95% as rough benchmarks for rejecting and accepting the null,
respectively.

Hit and false alarm rates For hits and FAs, we used 2 (Learned
Category) x 2 (Not-Learned Category) x 2 (Practiced) X 2
(Instructed) Bayesian mixed-effect models with random inter-
cepts for each subject, uncorrelated random slopes for
Learned Category and Not-Learned Category, and Bernoulli
distributions with a logit link. We used weakly informative
Gaussian priors on all coefficients, with means of 0 and stan-
dard deviations of 4, and a ROPE width of 0.15. There was
strong evidence that flowers in the Learned category (Mdn =
0.65, HDI = [0.60, 0.70]) were recognized more frequently
than flowers not in the Learned category (Mdn = 0.57, HDI =
[0.54, 0.61)), B = .32, HDI = [.1, .54], pd = 99.9%, 3.9% in
ROPE. In contrast, there was evidence against effects of Not-
Learned Categories on recognition memory, 3 = .18, HDI =
[-.03, .39], pd = 95%, 40.2% in ROPE, whether participants
were allowed to practice during categorization, 8 = -.08, HDI
= [-.29, .13], pd = .75.9%, 76% in ROPE, and whether they
were given explicit instructions about the category, 3 = -.08,
HDI = [-.27, 12], pd = 77.9%, 78.9% in ROPE. There was
also evidence against all 2-, 3-, and 4-way interactions be-
tween these variables (all pds < 87.5%, > 22.6% in ROPE).
Posterior estimates of hit rate for Experiment 1 are shown in
Figure 2A (for further results, see Online Supplementary
Material).

For FAs, we again found weak evidence that lures in the
Learned category (Mdn = 0.53, HDI=[0.48, 0.57]) were more
likely to be falsely recognized than lures not in the Learned
category (Mdn = 0.46, HDI = [0.43, 0.50]), 8 = .26, HDI =
[.08, .43], pd = 99.8%, 9.2% in ROPE. Conversely, there was
evidence against effects of the Not-Learned Category, 3=.08,
HDI = [-.07, .23], = 86.4%, 81.7% in ROPE, whether partic-
ipants were allowed to practice categorization, 3 =-.03, HDI =
[-.23, .17], pd = 62.3%, 88.5% in ROPE, and whether they
were given explicit instructions about the category, 5 = .11,
HDI = [-.07, .29], pd = .87.9%, 67.0% in ROPE. There was

moderate to strong evidence against all other 2-, 3-, and 4-way
interactions between these variables (all pds < 97.7%, > 15%
in ROPE). Posterior estimates of false alarm rate for
Experiment 1 are shown in Fig. 2C (for further results, see
Online Supplementary Material).

Discriminability (d') and response bias (C) Next, hierarchical
estimates of SDT parameters (d’, C) were calculated using a 2
(Learned Category) x 2 (Not-Learned Category) x 2
(Practiced) x 2 (Instructed) x 2 (Old) Bayesian mixed-effect
model with random intercepts for each subject, uncorrelated
random slopes for Learned Category, Not-Learned Category,
and Old/New status, and a Bernoulli distribution with a probit
link. We used weakly informative Gaussian priors on all co-
efficients, with means of 0 and standard deviations of 2, and a
ROPE range of 0.075. In this model, the intercept represents
estimates of -C, the effect of Old represents estimates of d’,
effects of our factors represent effects on C, and interactions
with Old represent effects on d’ (De Carlo, 1998). There was
strong evidence for a main effect of Old/New status, suggest-
ing that subjects had positive estimates of d’, 3= 0.27, HDI =
[0.18, 0.36], pd = 100%, 0% in ROPE. For response bias (C),
there was evidence for an effect of Learned Category, 5= .16,
HDI=1[.05, .26], pd = 99.8%, 3.8% in ROPE, suggesting that
participants were more likely to respond ‘Old’ for flowers in
the Learned category (Mdn = 0.53, HDI = [0.49, 0.57]) com-
pared to flowers not in the Learned category (Mdn = 0.47,
HDI =[0.44, 0.50]). Conversely, there was evidence against
effects of practice during the categorization phase, § = -.02,
HDI = [-.14, .09], pd = 65.3%, 80.9% in ROPE, explicit in-
structions about the category, 5= 07., 95% HDI =[-.04, .17],
pd =189.2%, 57.5% in ROPE, and Not-Learned category sta-
tus, B=.05, HDI = [-.04, .14], pd = 86.4%, 70.7% in ROPE on
response bias. There was also evidence against such effects on
d’: practice status, 3 = -.03, HDI = [-.17, .11], pd = 65.7%,
70.4% in ROPE, explicit instruction status, 3 = -.11, HDI =
[-.24, .01], pd = 95.6%, 27.6% in ROPE, Learned category
status, 8 = .04, HDI = [-.11, .19], pd = 69.2%, 66.6% in
ROPE, and Not-Learned category status, 5 = .06, HDI =
[-.09, .20], pd = 77.8%, 59.0% in ROPE. Finally, there was
evidence against all interactions between Learned category
status, Not-Learned category status, Practice, Instruction,
and Old (all pds < 97.3%, > 11.2% in ROPE). Posterior esti-
mates of d” and C for Experiment 1 are presented in Figs. 3A
and 3C (for further results, see Online Supplementary
Material).

Reaction time To examine effects on RT, we employed a 2
(Learned Category: Yes, No) x 2 (Not-Learned Category:
Yes, No) x 2 (Practiced: Yes, No) x 2 (Instructed: Yes, No)
x 2 (0Old: Yes, No) Bayesian mixed-effect model with random
intercepts for each subject, uncorrelated random slopes for
Learned Category, Not-Learned Category, and Old,
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Fig.2 Hitand false alarm (FA) rates for Experiment 1 (A and C) and Experiment 2 (B and D). The fill represents whether the stimulus was in the learned
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predicting the parameters p (identity link) and 7t (right-
skewness, log link) of an Ex-Gaussian distribution, keeping
o fixed at the population-level. The Ex-Gaussian distribution
is commonly used to model RT distributions by separately
accounting for the mean (1) and skewness (T), thereby reduc-
ing the effect of outliers on the mean in such positively
skewed distributions (Balota & Yap 2011). We used weakly
informative Gaussian priors on all coefficients, with means of
0 and standard deviations of 2.5 for w, and with means of 0
and standard deviations of 1 for T, and a ROPE width of
[-.157, .157], which represents a standardized effect of 0.1.
To aid convergence, we used 3,000 sampling iterations with
a thinning rate of 3. Posterior medians and 95% HDIs on RTs
are reported in Table 2A (for further results, see SI). We found
evidence against significant effects and interactions of all fac-
tors on | (pd < 0.927, > 76% within ROPE). While there was
evidence for the existence of effects of some factors on T (pd <
0.99), these effects were so small as to be negligible (>29.1%
within ROPE; see Table S7 in Online Supplementary
Material). These results suggest that there were no substantial
differences in RT arising from our manipulations. Posterior
estimates of the mean and skewness of RTs for Experiment
1 are shown in Fig. 4A and 4C (for further results, see Online
Supplementary Material).
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Discussion

Experiment 1 provided initial evidence that learning a catego-
ry prior to the encoding stage affects subsequent recognition
memory no matter what strategy was used to learn the cate-
gory. In particular, we found an increase in correct recognition
(hits) and FAs for stimuli in the learned category compared to
stimuli not in the learned category. Under the signal-detection
framework, we characterized this effect as an increased bias to
recognize stimuli in the learned category regardless of wheth-
er the stimuli were in fact old, replicating past work on cate-
gory learning and memory (De Brigard et al., 2017; Yin et al.,
2019). We also found that category learning had a similar
impact on recognition memory irrespective of whether partic-
ipants were explicitly instructed of the category rule or of
whether they learned the category through supervised prac-
tice. However, this initial study has several limitations. First,
although we ensured that participants who practiced categori-
zation during learning successfully learned the category, we
had no way of assessing whether the same was true for par-
ticipants who did not practice in the learning phase.
Additionally, although our signal-detection model was able
to identify a change in response bias for stimuli in the learned
category, a characterization of the full receiver operating
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Fig. 3 Bias (C) and sensitivity (d”) for Experiment 1 (A and C) and
Experiment 2 (B and D). The fill represents whether the stimulus was

characteristic (ROC) curve is necessary to ensure that esti-
mates of response bias and sensitivity are not confounded
(Wixted, 2007). Finally, memory in this experiment was poor;
participants had a median sensitivity of 0.27. It is possible that
memory differences might arise when memory accuracy over-
all is increased. We sought to address these limitations directly
in Experiment 2.

Experiment 2

Method

Participants To match the statistical power obtained in De
Brigard et al. (2017) in each between-subjects condition,
996 participants were recruited via Prolific (https://app.
prolific.co/). All participants were from the USA, had at
least 100 approved HITs, had an overall HIT approval rate
of at least 95%, and received $3.00 in compensation. As in
Experiment 1, data from 225 participants were excluded
because of failure to learn the category above 85% accuracy
during the last 20 trials of learning, leaving 771 participants
(167 Practiced only, 220 Instructed only, 215 Both, 169
Neither) for data analysis. Out of 49,344 test phase trials

in the learned category (white = avionia, black = not avionia). Error bars
represent 95% HDIs

across all remaining participants, 98 trials with response
time greater than 3 standard deviations (SDs) from the mean
(i.e., above 31.73 s) and 41 trials with confidence rating re-
sponse time greater than 15 s (9 SDs from the mean) were also
discarded. All participants provided informed consent in ac-
cordance with Duke University IRB.

Materials Stimuli consisted of the same computer-generated
flowers used in Experiment 1, displayed on the center of an
otherwise white screen (Fig. 1B). However, to ensure that the
presentation of flowers in all conditions was fully
counterbalanced, we utilized flowers from Experiment 3 in
De Brigard et al. (2017) with seven features (petal number,
petal color, petal shape, center shape, center color, sepal num-
ber, shape of hole in center). Each feature could take two
possible values (Fig. 1B).

Procedure The procedure for this experiment was exactly as in
Experiment 1, with a few small changes. First, to gauge learn-
ing performance for participants in all conditions (and not just
those who practiced during learning), we reduced the number
of learning trials to 54 trials, and added a ten-trial learning test.
The learning test had the same format as the learning phase,
except that all participants (including those in the Not-
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Fig. 4 Mean reaction time and skewness in reaction time for Experiment
1 (A and C) and Experiment 2 (B and D). Estimates are presented
separately for new stimuli (i.e., lures) and for old stimuli. The fill

Practiced condition) actively responded whether the presented
flower was an avionia or not. We also increased the number of
trials in the study phase to 24 flowers (six flowers in the
Learned category, six in the Not-Learned category, six in
Both categories, and six in Neither category), and the number
of trials in the test phase to 64 (24 flowers from the study
phase, ten lures in the Learned category, ten in the Not-
Learned category, ten in Both categories, and ten in Neither
category). To ensure that memory performance was above
chance, we broke up the study and test phases into four blocks
of six study trials and 16 test trials. Finally, to estimate ROC
curves and de-confound response bias and sensitivity, we in-
cluded a confidence rating after each trial in the test phase.
Specifically, participants were asked to rate how confident

@ Springer

represents whether the stimulus was in the learned category (white =
avlonia, black = not avlonia). Error bars represent 95% HDIs

they were that the presented flower was (or was not) shown
in the study phase on a 3-point Likert scale (1 = not at all
confident, 3 = totally confident).

Results

Learning phase As found in Experiment 1, participants in the
Not-Instructed condition started at near chance categorization
accuracy (M = 60.5%, SD = 20.4%) in the first ten trials, and
gradually rose to near ceiling (M = 95.2%, SD = 13.2%) in the
last ten trials. In contrast, participants in the Instructed condi-
tion began with high accuracy (M =91.5%, SD = 16.5%), and
quickly rose to near ceiling (M = 98.0%, SD = 7.6%) (Fig.
1D). These results confirm that instructing participants of the
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category rule allowed them to immediately learn to categorize
flowers correctly, but that performance was similar by the end
regardless of instruction method.

Test phase As outcome variables during the testing phase, we
again analyzed RT, hits, and FAs from the initial old/new
response, as well as hierarchical estimates of receiver operat-
ing characteristic (ROC) curves from the confidence re-
sponses. Unless mentioned, all analyses were performed as
in Experiment 1.

Hit and false alarm rates We found an effect of the Learned
category on hit rate. In particular, there was strong evidence
that flowers in the Learned category (Mdn = .76, HDI = [0.75
0.78]) were recognized more frequently than flowers not in
the Learned category (Mdn = 0.73, HDI = [0.72, 0.74]), 3 =
.35, HDI =[.15, .57], pd = 100%, 0.0% in ROPE. In contrast,
there was evidence against effects of Not-Learned Categories
on recognition memory, 3=.11, HDI =[-.08, .31], pd = 86%,
67% in ROPE, whether participants were allowed to practice
during categorization, § = .09, HDI = [-.15, .33], pd = 76%,
70% in ROPE, and whether they were given explicit instruc-
tions about the category, 3=.08, HDI = [-.15, .30], pd = 76%,
74% in ROPE. There was also no evidence for any 2-, 3-, and
4-way interactions between these variables (all pds < 98%, >
14% in ROPE). Posterior estimates of hit rate for Experiment
2 are shown in Fig. 2B (for further results, see Online
Supplementary Material). In contrast to Experiment 1, we
found no evidence for any substantial differences in FAs due
to any of our manipulations (all pds < 95%, > 34% in ROPE).
Posterior estimates of the false alarm rate for Experiment 2 are
shown in Fig. 2D (for further results, see Online
Supplementary Material).

ROC curves We estimated hierarchical ROC curves using a 2
(Learned Category) x 2 (Not-Learned Category) x 2
(Practiced) x 2 (Instructed) x 2 (Old) Bayesian mixed-effect
ordinal regression with random intercepts for each subject,
uncorrelated random slopes for Learned Category, Not-
Learned Category, and Old/New status, and a cumulative dis-
tribution with a probit link. Specifically, this model estimates
participant’s old/new responses and confidence ratings on a
single ordinal scale (1 = definitely new, 6 = definitely old; see
Biirkner & Vuorre, 2019, for a comprehensive tutorial on
Bayesian ordinal regression). To account for the possibility
of unequal variances in memory strength, we also estimated
separate variances for old stimuli, with the variance for new
stimuli fixed to 1 for identifiability. We used weakly informa-
tive Gaussian priors on all coefficients, with means of 0 and
standard deviations of 2, and a ROPE range of 0.075. There
was strong evidence that variance was lower for Old stimuli
(Mdn = .88, HDI =[.80, .96]) than for new stimuli (fixed to 1),
£=0.07, HDI = [0.02, 0.11], pd = 99%, ROPE = [-.02, .02],

0% in ROPE. There was also strong evidence for a main effect
of Old/New status, suggesting that subjects had positive esti-
mates of d” (reported in units of standard deviations for new
stimuli), 5 = 0.74, HDI = [0.62, 0.85], pd = 100%, 0% in
ROPE. However, there was no evidence for any effects of
the Learned category, the Not Learned category, Practice, or
Instruction on sensitivity or bias (all pds < 97%, > 30% in
ROPE). Posterior estimates of ¢’ and C for Experiment 2 are
presented in Figs. 3B and D (for further results, see Online
Supplementary Material). Raw ROC curves and posterior pre-
dictions of estimated ROC curves are presented in Figs. SA
and B, respectively.

Reaction time Our analysis on recognition RT is the same as in
Experiment 1, with the exception that we used a ROPE of [-.26,
.26], again corresponding to an effect size of .1. As in
Experiment 1, there was no evidence for significant changes in
the mean or skewness of RT distributions due to any of our
manipulations. However, there was evidence that RT was negli-
gibly lower when participants practiced with feedback during
learning (Mdn =2.85, HDI= [2.69, 3.00]) than when participants
passively watched flowers being categorized (Mdn = 3.05, HDI
=[2.91,3.21]), 5=-0.44, HDI =[-0.75, -0.09], pd = 100%, 15%
in ROPE. There was also evidence that RT was negligibly lower
when participants were instructed of the category rule before
learning (Mdn =2.92, HDI= [2.79, 3.07]) than when participants
had to discover the rule (Mdn = 2.98, HDI = [2.82, 3.14]), B=-
0.32, HDI = [-0.62, -0.02], pd = 98%, 36% in ROPE. Finally,
there was evidence for a negligible interaction between Practice
and Instruction, such that having both practice and instruction
during learning did not further decrease RTs, 3 = 0.5, HDI =
[0.06, 0.93], pd = 99%, 14% in ROPE. Posterior estimates of the
mean and skewness of RTs for Experiment 2 are shown in Fig.
4B and 4D (for further results, see Online Supplementary
Material).

Discussion

In Experiment 2 we sought to replicate Experiment 1, with a
few modifications aimed at improving overall memory perfor-
mance. First, we included a learning test to ensure that all
participants, even those who did not make any responses in
the learning phase, successfully learned the category rule. To
de-confound changes in response bias and sensitivity during
recognition, we recorded not just old/new judgments but also
confidence judgments, allowing for estimation of full ROC
curves. Finally, to increase overall memory performance, we
separated the study and test phases into four blocks. Under
these conditions, we replicated the finding of increased hits for
items in the learned category. We also replicated the null find-
ings that learning strategies (practice only, instruction only,
both, neither) did not change the overall influence of the
learned category on memory in analyses on hits, false alarms,
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Fig. 5 Raw receiver operating characteristic (ROC) curves (A) and posterior estimates of ROC curves (B). Error bars indicate 95% Cls and 95% HDIs,

respectively

and ROC curves. In contrast to these replications, however,
we found no increase in FAs for items in the learned category,
and further, no difference in ROCs between learned and un-
learned categories. Finally, we also found that RT during rec-
ognition was slightly faster for participants who practiced or
were instructed during learning.

General discussion

Ample evidence from research on schematic knowledge and
on category learning has shown that previously acquired
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knowledge influences recognition memory. Despite common
origins (e.g., Attneave, 1957; Posner & Keele, 1968), both
lines of research have been largely conducted independently
of one another. A consequence of this division is that investi-
gators on each side of this divide have pursued different re-
search questions using different experimental paradigms. On
the one hand, given that schema acquisition takes time and
likely varies across individuals, researchers interested in
studying the effects of schemas on recognition memory tend
to capitalize on pre-acquired schemas which are rarely, if ever,
manipulated. On the other hand, category learning paradigms
offer the possibility of tightly controlling the acquisition of
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new categorical knowledge, yet they rarely, if ever, separate
the learning from the study stages, which does not allow clear-
ly differentiating the pre-acquired knowledge from the studied
material.

Inspired by recent theorizing on the relationship between
schematic and categorical knowledge (Love, 2013; Sakamoto,
2012), and seeking to bring the advantages of experimental
controllability afforded by category learning paradigms to the
schema-inspired study of how pre-acquired knowledge influ-
ences subsequent memory, De Brigard et al. (2017) developed
a paradigm to explore how learning a novel category affects
recognition memory for a separate set of studied items that
belonged to the learned category, relative to items that
belonged to a different not-learned category or to no category
at all. The present study employed a variation on that para-
digm to investigate whether practice and instruction during
category learning have downstream effects on recognition
memory. Inspired by the fact that, in the category learning
literature, several findings have shown differences in classifi-
cation accuracy as a function of these two category learning
strategies, the experiments reported here sought to further ex-
plore whether such differences in learning strategies would
also have downstream effects on recognition memory.

The current experiments yielded three main findings. First,
we replicated prior results using the same paradigm (De
Brigard et al., 2017; Yin et al., 2019). Specifically, we found
that learning a category yielded an increase in hits
(Experiments 1 and 2) and false alarms (Experiment 1) for
stimuli in the learned category compared to stimuli not in
the learned category. In Experiment 1 we also replicated pre-
vious findings showing a decrease in bias (i.e., C) for items of
the learned category relative to items not in the learned cate-
gory. The category learning literature offers at least two non-
mutually exclusive accounts for these findings. The first one
involves the role of attention during learning and encoding.
Extant results indicate that during category learning, individ-
uals tend to pay more attention to the feature(s) that best dif-
ferentiate the to-be-learned-category relative to all other fea-
tures (Nosofsky, 1986). This can occur by either generating an
initial hypothesis that gets corroborated with every learning
instance, as in the case of the instructed condition, or via the
sequential iteration of hypothesis confirmation/refutation, as
in the case of the non-instructed condition (Kruschke &
Johansen, 1999; Mack et al., 2020; Nosofsky, Palmeri, &
McKinley, 1994; Smith, Patalano, & Jonides, 1998). Since
increased attention yields better encoding (De Brigard,
2012), it is likely that the attentional bias built during catego-
rization carried over to the study stage, thus improving subse-
quent recognition of category-consistent items. Intriguingly,
this very same attentional bias may explain the increase in
false alarms found in Experiment 1. When more attention is
drawn to a category-defining feature, less attention is dedicat-
ed to other features of the stimuli, which would have been

critical to help to identify a test item as a category-consistent
lure (Ashby & Maddox, 2005; Kruschke, 1992; Love, Medin,
& Gureckis, 2004).

The second account involves processes that occur at re-
trieval. The influential Category Adjustment Model (CAM;
Huttenlocher, Hedges, & Duncan, 1991; Huttenlocher,
Hedges, & Vevea, 2000) suggests that stimuli are encoded
both as members of a category and as individuals with partic-
ular fine-grain details (Duffy et al., 2010). Both encoded rep-
resentations are conceived as distributions: the former consti-
tuting an explicit prior distribution, and the latter a more-or-
less noisy distribution representing the relevant encoded item.
At retrieval, people integrate both levels of information to
maximize accuracy. Within this framework, our results may
be interpreted as suggesting that learning a category generates
a prior distribution capable of biasing the estimate of individ-
ual lures as being closer to the mean of the prior (i.e., categor-
ical) distribution, thereby increasing endorsement for
category-consistent old items (Hits) as well as category-
consistent new lures (FAs). Similar retrieval biases have been
recently reported in studies manipulating both similarity and
spatial distancing (Hemmer & Steyvers, 2009; Tompary &
Thompson-Schill, 2021), further showing how CAM can be
extended to understand the role of prior knowledge on recog-
nition memory in a variety of contexts.

It is important to note, however, that the false alarm effect
from Experiment 1 was not evident in Experiment 2. This may
have been because study and test in Experiment 2 were broken
down into smaller blocks, with testing including only 16 items
per block, relative to the 54 items in Experiment 1. While
breaking up the study and test section into smaller blocks
definitively increased overall recognition performance, it did
so at the expense of reducing false alarm rates and, along with
it, the observed effect of category learning on false alarms.
Whether the reduction of false alarms here is due to better
attentional distribution during encoding and/or less noisy rep-
resentations of the studied items at retrieval — which would
imply more accurate estimates for category-consistent lures —
is unclear and constitutes an interesting question for future
research.

A second finding from the current study pertains to our
manipulations of practice and instruction. Our analyses of-
fered evidence against substantial differences in memory ac-
curacy and RT between the four conditions (i.e., instructed/
not-practiced, not-instructed/practiced, both, neither), sug-
gesting that different learning strategies may be equally effec-
tive in forming stable knowledge structures in memory. More
precisely, we found that neither being instructed explicitly of
the category-inclusion rule nor practicing category classifica-
tion during feedback-driven learning has any differential
downstream effect on recognition memory. These results
show that while category learning strategies may have conse-
quences for immediate classification accuracy (Allen &
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Brooks, 1991; Love, 2002), they may not differentially affect
subsequent recognition memory, suggesting that these differ-
ent learning strategies are equally successful in generating the
categorical knowledge structure that brings about the reported
increase for hit and false alarms for rule-consistent items.
There may yet be conditions in which these learning strategies
do induce dissociable effects on memory, however. For in-
stance, while we presented the category label prior to present-
ing the image during unsupervised learning to match the con-
ditions during supervised learning, previous work has indicat-
ed that presenting the label either simultaneously with or after
the item is a more process-pure manipulation of unsupervised
learning (Levering & Kurtz, 2015; Love, 2002).

An important consideration in discussing the current work
is the fact that learning and motivation are profoundly
intertwined, and there is plenty of evidence suggesting that
motivation also impacts memory (for a recent review, see
Dickerson & Adcock, 2018). As mentioned, it has been
shown that choosing and receiving positive feedback are re-
warding and can improve memory retrieval (Leotti &
Delgado, 2011; Mather & Schoeke, 2011; Murty, DuBrow,
& Davachi, 2015). But motivation is a much more complex
phenomenon, and it can interact with memory in various
ways. As such, we see the role of motivation during category
learning and its effect on subsequent recognition as an open
question, and we believe that the current paradigm may afford
researchers the possibility of manipulating reward to further
explore this issue experimentally.

Finally, although we have observed little difference in rec-
ognition memory between categories learned with and with-
out supervised practice and with and without explicit instruc-
tion of the category rule, we found small decreases in RT
during recognition for participants who either practiced cate-
gorization during learning or were instructed of the category
rule. However, this finding was weak overall, and was only
significant in Experiment 2. One potential reason that this
effect was absent in Experiment 1 could be that mean RT
was shorter overall in Experiment 1 (M = 1.59s, 95% HDI =
[1.51, 1.67]) than in Experiment 2 (M = 2.69s, 95% HDI =
[2.85, 3.06]), which reduced our ability to detect decreases in
RT. Another possibility is that online data collection preclud-
ed us from obtaining precise enough measures of RT. But if
replicated in future work, the preliminary finding of shorter
recognition time with practice and instruction could indicate
that although learning strategies may not have an impact on
recognition accuracy, they may impact retrieval effort or dif-
ficulty (Mettler & Kellman, 2014; Pavlik & Anderson, 2008;
Pyc & Rawson, 2009). One possibility is that different learn-
ing strategies might impact the extent to which people engage
familiarity and recollection processes during episodic recog-
nition (Atkinson & Juola, 1973; Yonelinas, Otten, Shaw, &
Rugg, 2005). Another, non-incompatible possibility, is that
learning strategies may modulate whether resultant memory
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representations are primarily reinforcement-based or struc-
tured, supported by differential activity in the striatum, or in
the hippocampus and ventromedial pre-frontal cortex (Ashby
& Maddox, 2005). As such, further research employing neu-
roimaging techniques may reveal interesting differences in the
neural representations of categories associated with different
learning strategies. Because this paradigm allows for testing
the memory effects of newly learned categories independently
of the perceptual or statistical features of the stimuli, we be-
lieve that it would be fertile ground for testing such hypothe-
ses in future work.

Supplementary Information The online version contains supplementary
material available at https://doi.org/10.3758/s13421-021-01207-9.
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